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1. Introduction

Nonpolar small solutes, such as noble gases or alkanes, don’t
like to be dissolved in water: They are “hydrophobic”. Their
corresponding solvation free energy is found to be large and
positive and is caused by a dominating negative solvation en-
tropy, which has been related to the specific structural pecu-
liarities of the hydrophobic hydration shell.[1–4] Adding salt
(NaCl) significantly decreases the solubility and therefore in-
creases the solvation free energy, but is at the same time
found to reduce the solvation entropy.[5] The increasing excess
chemical potential, but also the effect on the entropy, is found
to scale monotonously with the salt concentration. The corre-
sponding “salting out” tendency can be excellently described
by Setschenow’s empirical concentration independent coeffi-
cient.[6, 7] It is, however, still a matter of debate how exactly the
solvation properties are affected by the ions.[8]

Essentially two different scenarios have been put forward to
explain salt effects in general. Firstly, it has been suggested
that a modification of the water structure is the origin[9] of the
solvation changes. It has been hypothesized that some ions
(“kosmotropes”) enhance the water structure surrounding the
ions which leads to a strengthening of the hydrophobic effect
and thereby for example, stabilize the proteins.[10] On the other
hand, the ions which break the structure surrounding the ions
(“chaotropes”) have been considered to weaken the hydropho-
bic effect, and hence destabilize the native state of proteins. It
has been suggested that the competition between ionic
charge and ionic size determines whether an ion is a chao-
trope or a kosmotrope.[11–15] Sodium chloride is considered as a
weak kosmotrope.[16] Recently Thomas and Elcock reported a
good linear correlation between experimental Setchenow “salt-

ing-out” coefficients and the extent of water–water hydrogen
bonding computed from simulations.[17] A completely different
explanation has been suggested by Timasheff and co-work-
ers.[18, 19] They consider the difference in salt-binding as the
main effect. Their analysis of thermodynamic data of salt ef-
fects on protein stability provide evidence that the salts which
denature proteins tend to be bound to proteins, whereas the
salts which stabilize proteins tend to be excluded from the
protein surface. A recent simulation study by Zangi, Hagen
and Berne[20] could indeed show that the ion-adsorption mech-
anism could explain the association-behavior of idealized hy-
drophobic plates. Moreover, a recent study by Athawale, Sar-
upria and Garde[21] showed that hydrophobic solvation acts dif-
ferently on small and large length-scales, concerning solute
size and distance.

We perform molecular dynamics (MD) simulations of aqueous
salt (NaCl) solutions using the TIP4P-Ew water model (Horn et al. ,
J. Chem. Phys. 2004, 120, 9665) covering broad temperature and
concentration ranges extending deeply into the supercooled
region. In particular we study the effect of temperature and salt
concentration on the solvation of methane at infinite dilution.
The salt effect on methane’s solvation free energy, solvation en-
thalpy and entropy, as well as their temperature dependence is
found to be semi-quantitatively in accordance with the data of
Ben-Naim and Yaacobi (J. Phys. Chem. 1974, 78, 170). To distin-
guish the influence of local (in close proximity to ions) and
global effects, we partition the salt solutions into ion influenced

hydration shell regions and bulk water. The chemical potential of
methane is systematically affected by the presence of salt in both
sub volumes, emphasizing the importance of the global volume
contraction due to electrostriction effects. This observation is cor-
related with systematic structural alterations similar to water
under pressure. The observed electrostriction effects are found to
become increasingly pronounced under cold (supercooled) condi-
tions. We find that the influence of temperature and salt induced
global density changes on the solvation properties of methane is
well recovered by simple scaling relation based on predictions of
the information theory model of Garde et al. (Phys. Rev. Let.
1999, 77, 4966).
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Herein we discuss the balance of local (ion adsorption) and
global (structural alterations) effect on the “salting out” behav-
ior of perhaps the most simple small apolar solute: methane.
Numerous studies have addressed the solvation of methane.[21–

26] Here we focus on the determination of thermodynamic sol-
vation properties of methane in a TIP4P-Ew model solvent and
demonstrate that the simulations semi-quantitatively repro-
duce the thermodynamic signatures of the salt effect upon the
solvophobic solvation of methane over large temperature and
concentration ranges. To be able to separate local (close to
ions) and global effects, we partition the salt solutions into ion
influenced hydration shell regions and bulk water, as applied
recently.[27] In addition, we monitor the structural and volume
changes of the solvent under changing salt concentration and
temperature conditions. This is motivated by the recent obser-
vation that density changes and changing solvation properties
are tightly related.[28, 29]

Methods

MD Simulations

We present molecular-dynamics simulations of aqueous salt solu-
tions using system sizes of 1000 TIP4P-Ew model water mole-
cules[30] plus additional NaCl ion pairs. Sodium chloride potential
parameters reported by Heinzinger[31] were employed (sNa =
0.273 nm, eNakB

�1 = 43.06 K, sCl = 0.486 nm, eClkB
�1 = 20.21 K). Stan-

dard Lorentz-Berthelot mixing rules were applied to determine
Lennard–Jones cross interactions. The electrostatic interactions are
treated in the “full potential” approach by the smooth particle
mesh Ewald summation[32] with a real space cutoff of 0.9 nm and a
mesh spacing of approximately 0.12 nm and 4th order interpola-
tion. The Ewald convergence factor a was set to 3.38 nm�1 (corre-
sponding to a relative accuracy of the Ewald sum of 10�5). A 2.0 fs
timestep was used for all simulations and the geometric con-
straints were solved using the SETTLE procedure.[33] All simulations
were carried out by the GROMACS 3.2 simulation program.[34] The
simulations were performed under isobaric/isothermal conditions
for a pressure of 1 bar using a Nos�–Hoover[35, 36] thermostat and a
Rahman–Parrinello barostat[37, 38] with coupling times of tT = 1.0 ps,
and tP = 2.0 ps (assuming the isothermal compressibility to be cT =
4.5 � 10�5 bar�1). All properties were studied for the temperature
range between 230 and 400 K for varying salt concentrations (all
investigated statepoints are collected in Table 1). In addition also
simulations of the pure solvent (1000 TIP4P-Ew) were performed.
Each of the in total 144 simulation runs was at least 12 ns long.

Solvation Properties of Methane

The solvation free energy per methane particle is given by the
excess chemical potential mex. We determined mex for the case of in-
finite dilution a posteriori from the MD-trajectories applying
Widom’s potential distribution theorem[39] with mex =�kTln ACHTUNGTRENNUNG{hVexp
[�bF(~r)]i/hVi}. Here is b= 1/kT, V the volume of the simulation
box, and F(~r) is the potential energy of a randomly inserted (gas)
test-particle at position ~r. The brackets h…i indicate isobaric iso-
thermal sampling as well as sampling over many different positions
~r. The interaction parameters according to Hirschfelder et al. for
methane were used (s= 3.730 nm and e/k = 147.5 K).[40, 41] To deter-
mine the methane solvent cross parameters the Lorentz–Berthelot
mixing rules were applied. We have validated the accuracy of the

estimated solvation free energies by independent calculations em-
ploying overlapping distribution functions.[42, 43] These data are pro-
vided in the Supporting Information.

The entropic and enthalpic contributions to the excess chemical
potential are obtained as temperature derivatives according to
sex =�[@mex/@T]P and hex =�T2[@(mex/T)/@T]P. The corresponding heat
capacity of solvation is available as second derivative CP,ex =
�T[@2mex/@T2]P.

In addition, we also determine the methane–solvent pair distribu-
tion functions g(r) by calculating the corresponding profiles of free
energy w(r), that is, we employ the potential distribution theo-
rem[39] with w(r) =�kTln{hVexp(�bF(~r1)d(j~r1�~r2 j�r)i/hVi}�mex. Here
F(~r1) is the energy of randomly inserting the gas particle and ~r2

refers to the position of the reference (solvent) site within the sim-
ulation box. mex is the excess chemical potential of a single gas par-
ticle. The profile of free energy w(r) is related to the corresponding
radial pair distribution function g(r) according to �kTlng(r) =
w(r).[2, 39] Similar to the computation of mex, w(r) has been calculated
a posteriori from stored trajectory data using exactly the same
Monte Carlo sampling procedure.

In order to improve the computational efficiency, we have made
use of the excluded volume map (EVM) technique[44, 45] by mapping
the occupied volume onto a grid of approximately 0.2 � mesh-
width. Distances smaller than 0.7 � sij with respect to any solute
molecule were neglected and the term exp(�bF) taken to be
zero. This simple scheme improves the efficiency of the sampling
by almost two orders of magnitude. For the calculation of the
(Lennard–Jones) insertion energies F we have used cut-off distan-
ces of 10 � in combination with a proper cut-off correction. Each
configuration has been probed by 2 � 103 successful insertions (i.e.
insertions into the free volume contributing non-vanishing Boltz-
mann-factors). About 2.4 � 104 configurations were analyzed per
state point.

Table 1. Sodium chloride concentrations (given in mol l�1) as obtained
from the MD simulations as a function of temperature for the different
compositions (given in mol % NaCl in the first row). Each simulation con-
sisted of 1000 TIP4P-Ew water molecules and 5, 10, 15, 20, 30, 40 , and 50
ion pairs, respectively.

T [K] 0.49 0.99 1.48 1.96 2.91 3.85 4.76

230 0.272 0.542 0.809 1.073 1.589 2.091 2.575
240 0.274 0.545 0.813 1.077 1.593 2.092 2.573
250 0.275 0.547 0.815 1.079 1.594 2.092 2.572
260 0.276 0.548 0.816 1.080 1.593 2.090 2.568
270 0.276 0.548 0.815 1.078 1.591 2.085 2.561
280 0.276 0.547 0.814 1.076 1.587 2.079 2.553
290 0.275 0.546 0.812 1.073 1.581 2.071 2.543
300 0.274 0.544 0.809 1.069 1.575 2.063 2.532
310 0.273 0.542 0.805 1.064 1.568 2.052 2.519
320 0.272 0.539 0.801 1.059 1.560 2.041 2.506
330 0.270 0.536 0.796 1.052 1.550 2.030 2.491
340 0.268 0.532 0.791 1.046 1.541 2.017 2.475
350 0.267 0.529 0.786 1.039 1.530 2.003 2.459
360 0.264 0.524 0.780 1.031 1.519 1.989 2.441
370 0.262 0.520 0.774 1.023 1.507 1.974 2.423
380 0.260 0.516 0.767 1.014 1.495 1.958 2.404
390 0.258 0.511 0.760 1.005 1.482 1.941 2.384
400 0.255 0.506 0.753 0.996 1.468 1.924 2.363
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2. Results and Discussion

2.1. Salt Effect on the Solvation Free Energy and its
Temperature Derivatives

The excess chemical potentials for methane mex as a function
of temperature for various salt concentrations are shown in
Figures 1 and 2 and are given in Table 2. Derivatives of the sol-

vation free energy with respect to temperature, as well as free
energy data for temperatures other than listed in Table 2 were
calculated from fitted third-order polynomials.[46] The experi-
mental data of the solvation of methane in pure water and
aqueous salt solutions shown in Figures 1 and 2 have been di-
rectly calculated from the Ostwald coefficients g= exp[�mex/kT]
given by Ben–Naim and Yaacobi.[5] To determine the excess
chemical potentials (solvation free energies) and thermody-
namic derivatives, we have used their tabulated polynomial co-
efficients for g.

The obtained value for the excess chemical potential of
methane in pure water at 300 K of 9.48 kJ mol�1 is similar to
the value reported by Krouskop,[47] and is reasonably close to
the simulated values of 9.79 kJ mol�1 and 9.78 kJ mol�1 ob-
tained by Shimizu and Chan, as well as Paschek[28, 48, 49] for the
TIP4P model at 298 K and 300 K and 1 atm, respectively. How-
ever, the value is about 1 kJ mol larger than the experimental
value of 8.4 kJ mol�1.[5] Dyer et al. have recently shown that this
difference can be significantly reduced when the solute polar-
izability is explicitly considered.[50] The polarizability has been
shown to introduce a largely temperature and density insensi-
tive offset to the chemical potential and therefore affects only
mildly the derivatives of the free energy.[28] Docherty et al. used
a specifically modified combination rule for methane-water in-

teractions to effectively capture this effect and improve the
solvation free energies.[25] Despite these efforts, we have pre-
ferred to take the original parameters of Hirschfelder[40] facing
the fact that the hydrophobic hydration of Lennard–Jones sol-
utes in a limited parameter range behave very similarly on a
qualitative to semi-quantitative level.[28]

Figure 1 reveals that the temperature dependence of the si-
mulated excess chemical potentials, as well as the derived en-
thalpic and entropic contributions behave qualitatively com-

patible to the experimental data reported by Ben-Naim and
Yaacobi.[5] The excess chemical potentials of methane in water
and the aqueous solution is positive and increases with tem-
perature, being consistent with a dominating negative entropy
of hydrophobic solvation. However, both the solvation enthal-
py hex and the contribution from the solvation entropy Tsex are
found to be less negative than the corresponding experimen-
tal values. For pure water at 298 K we obtain hex =

�7.7 kJ mol�1 (Expt. : hex =�10.9 kJ mol�1) and for the entropy
we get Tsex =�17.2 kJ mol�1 (Expt. : Tsex =�19.3 kJ mol�1). Note
that the larger mex of 9.5 kJ mol�1 (Expt. : mex = 8.4 kJ mol�1) is a
consequence of an overemphasized entropy effect, or an un-
derestimation of the solvation enthalpy, or a mixture of both
effects simultaneously. The systematic underestimation of the
solvation enthalpy seems to be in line with the polarizability
arguments raised by Dyer et al.[50] The solute polarizability
lowers the excess chemical potential by increasing the magni-
tude of the solvation enthalpy, and, due to its temperature in-
sensitivity, would affect the temperature dependence of mex to
a smaller degree. As discussed in ref. [28] , the polarizability
would therefore only moderately lower the solvation entropy.

Table 2. Excess chemical potentials mex (given in kJ mol�1) of methane dis-
solved in aqueous sodium chloride solutions of different concentrations
(given in mol % NaCl in the first row) as a function of temperature. The
accuracy dmex has been estimated to vary from about �0.05 kJ mol�1 for
the highest temperature to about �0.2 kJ mol�1 at 230 K.

T [K] 0.0 0.49 0.99 1.48 1.96 2.91 3.85 4.76

230 3.79 4.21 4.57 5.01 5.40 5.82 6.48 7.22
240 4.92 5.32 5.53 5.98 6.24 6.90 7.54 8.20
250 5.82 6.26 6.51 6.82 7.18 7.94 8.45 9.18
260 6.63 6.97 7.45 7.64 8.02 8.65 9.20 9.82
270 7.50 7.79 8.22 8.49 8.80 9.41 9.95 10.51
280 8.24 8.57 8.94 9.22 9.47 10.03 10.66 11.21
290 8.91 9.27 9.55 9.80 10.17 10.73 11.07 11.79
300 9.48 9.82 10.12 10.40 10.68 11.19 11.73 12.20
310 10.06 10.37 10.61 10.86 11.20 11.72 12.22 12.69
320 10.46 10.77 11.11 11.34 11.68 12.17 12.64 13.17
330 10.90 11.23 11.51 11.79 12.06 12.54 13.02 13.52
340 11.27 11.54 11.83 12.15 12.43 12.89 13.36 13.84
350 11.58 11.90 12.17 12.44 12.70 13.19 13.63 14.13
360 11.81 12.14 12.38 12.71 12.92 13.42 13.91 14.38
370 12.04 12.31 12.66 12.88 13.16 13.64 14.14 14.54
380 12.17 12.50 12.79 13.08 13.33 13.81 14.27 14.70
390 12.34 12.63 12.91 13.20 13.46 13.91 14.41 14.86
400 12.40 12.75 13.02 13.29 13.57 14.03 14.49 14.93

Figure 1. Excess chemical potential (or solvation free energy) mex, solvation
enthalpy hex and solvation entropy Tsex of methane in water and aqueous
salt solution as a function of temperature. The short thick lines represent ex-
perimental data for methane in pure water (c) and in 2 molar NaCl solu-
tion (a).[5] Thin black and red lines are from our MD simulations, describ-
ing solvation in pure water, and a 3.85 mol %�2 molar NaCl aqueous solu-
tion, respectively. The symbols indicate solvation free energy data directly
obtained from the MD simulation (as given in Table 2), whereas the thin
lines correspond to a third order polynomial fit of the MD data.[46]
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Recently we have demonstrated that the solvation of small
apolar particles in water is very sensitive to the anomalous
thermal expansivity behavior of water, and the associated
changes in the water structure.[28] By comparing several water
models, we observed that models, which are better in agree-
ment with experimental data in terms of structure and thermal
expansivity, also exhibit solvation entropies for noble gases
and methane closer to the experimental values.[28, 47] This is in
agreement with what we observe here. Comparing data ob-
tained for the TIP4P-Ew model (which has been optimized to
account for water’s anomalous properties[30]) with the data for
the water models discussed in ref. [28] (SPC, SPCE, TIP3P, TIP4P,
TIP5P), we would like to emphasize that the solvation entropy
of methane obtained here is closer to the experimental data
than the data reported previously.

Comparing the solvation of methane in pure water and a
3.85 mol %�2 molar NaCl solution, we denote an increase of
the excess chemical potential Dmex = mex(salt solution)�mex(water) at
298 K of + 2.25 kJ mol�1, compared to the + 1.6 kJ mol�1 ob-
served experimentally. The solvation free energy increase, cal-
culated here for the TIP4P-Ew water model, is very close to the
increase of + 2.3 kJ mol�1 reported by Athawale et al.[21] for a
2 molar salt solution using the SPCE water model.[51] The solva-
tion enthalpy change of Dhex =+ 3.8 kJ mol�1 almost matches
the experimental value of + 3.9 kJ mol�1 and does also not
differ strongly from the value found for the SPCE model of
+ 4.1 kJ mol�1.[21] Given the larger enthalpic than entropic
effect due to the presence of salt at 298 K and following the
arguments given by Athawale,[21] our TIP4P-Ew model based
simulations clearly also support the view of the salt effect to
be “enthalpic” in nature. Considering the whole temperature
interval from 230 K to 400 K, the enthalpic effect is found to
almost always overcompensate the corresponding entropic
contribution in the sense that Dhex>�D(Tsex). At low tempera-
tures hex is strongly dominating with Dhex + D(Tsex)>
5.3 kJ mol�1 below 300 K. However, with increasing tempera-
ture this enthalpic dominance is diminishing, so that at around
T�390 K enthalpic and entropic contributions are equal of
size Dhex��D(Tsex), and the salt effect on the solvation pro-
cess above this temperature turns over to become “entropic”
in nature.

Having traced the temperature dependence of the hydro-
phobic solvation over a rather broad temperature interval, the
fitted data allows us also to reliably determine the second de-
rivative of the solvation free energy: the solvation heat capaci-
ty cP,ex. For 298 K we find a solvation heat capacity of 192�
10 J K�1 mol�1, compared to the 228 J K�1 mol�1 according to
the data set of Ben-Naim,[5] and the 234 J K�1 mol�1 according
to Rettich et al.[52] when transforming their data on a number
density scale (see ref. [28] for a discussion of this issue). The ex-
perimental data of ref. [5] for 298 K indicates that in a 2 molar
salt solution, the heat capacity of solvation for methane is low-
ered to 214 J K�1 mol�1. A similar trend is observed also in our
computer simulation, where a decrease to cP,ex = 174�
10 J K�1 mol�1 is found at 298 K. Thus, the qualitative change of
the thermodynamic solvation properties (free energy, entropy,
and enthalpy) as illustrated in Figure 1, with a notable decreas-

ing slope of Tsex and hex upon addition of salt, seems to be a
quite realistic scenario. An interesting feature of the thermody-
namic solvation properties is directly related to the lower sol-
vation heat capacity due to the presence of salt : the solvation
entropies of methane dissolved in pure water and in aqueous
salt solutions might cross each other at a certain temperature.
This is indeed observed in Figure 1 at a temperature of about
367 K, and is finally leading to the crossover from an “enthalp-
ic” to an “entropic” solvation effect for methane at about
390 K, discussed in the previous paragraph.

To summarize, since the salt effect on the solvation heat ca-
pacity is essentially well captured by the employed water/salt/
methane potential model, the simulations are providing a
semi-quantitative description of the salt influence on the solva-
tion thermodynamics up to the second derivative of the free
energy with respect to temperature.

2.2. On the Importance of Density Effects

Figure 2 a shows the salt dependent contribution to the excess
chemical potential Dmex = mex(salt solution)�mex(water) of methane in
an aqueous salt solution for all simulated temperatures and

compositions. Note that at supercooled conditions the Dmex ex-
hibit a significantly larger response due to the addition of salt,
than at higher temperatures, where the calculated Dmex almost
seem to approach constant values. This behavior is, however, a
manifestation of the observed lowering of solvation entropies
and heat capacities in salt solutions, as discussed in the previ-
ous section. Based on computer simulation studies we have
previously argued that volume effects have a strong influence
on the solvation free energy of hydrophobic particles.[28] These
observations were in accord with the predictions of the infor-
mation theory model of hydrophobic hydration[53, 54] and have
been recently further substantiated by the work of Ben-Amotz

Figure 2. a) Excess chemical potential difference Dmex =mex(salt solution)�mex(water)

between methane dissolved in aqueous salt solution and in pure water.
Symbols: data obtained from the MD-simulations corresponding to 0.49,
0.99, 1.48, 1.96 2.91, 3.85, and 4.76 mol % composition, respectively. The
arrow indicates increasing salt concentration. The thick heavy lines indicate
experimental data of Ben-Naim and Yaacobi[5] for 0.25, 0.5, 1.0, and
2.0 mol l�1, respectively. b) Density of the aqueous salt solutions as obtained
from the MD simulations. The filled circles indicate pure water data.
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and Widom.[55, 56] To obtain temperature dependent solvation
quantities, such as entropies and enthalpies, close to the ex-
perimental data, it is therefore for example, desirable that the
employed water model correctly accounts for the anomalous
temperature dependence of waters density. Docherty et al.[26]

calculated recently a related quantity called “packing fraction”
from simulations of aqueous salt solutions. They showed that
this quantity scales well with the excess chemical potential of
methane with varying salt concentration. It is therefore not un-
likely to expect that salt-induced density effects, as well as
their temperature dependence, are similarly important for the
solubility of methane in aqueous salt solutions. Figure 2 b
shows the densities obtained from the MD simulations. Most
notable is a shift of the temperature of maximum density (with
a Tmd = 271 K for pure TIP4P-Ew) which has been estimated
here to be about �6.7�1.0 K mol %�1 (see also ref. [27]), being
close to the experimental value of �7.9 K mol %�1 (determined
over the whole concentration range given in ref. [57]). Note,
however, that the absolute change in density due to the addi-
tion of salt, is significantly underestimated by our MD simula-
tions with about 13.1 kg m�3 mol %�1, compared to the
21 kg m�3 mol %�1 observed experimentally at 298 K.[57]

From computer simulations of water, S. Garde et al. have de-
rived an information theory (IT) model,[53, 54] proposing simple
analytic expressions for the hydrophobic hydration as a func-
tion of temperature and density. The leading term in the IT
model strongly suggests a quadratic relation between the
excess chemical potential and the solvent number density 1’
according to mex/k�1’2Tv2/2s2

n,[54] where v denotes the volume
of a hydrophobic hard sphere particle, while s2

n = hn2i�hni2 in-
dicates the variance of the number of water molecules in a
sphere of volume v. Figure 3 indicates a temperature depend-
ence as suggested by the IT model, assuming the term a = v2/
2 s2

n to be constant (and the same for all concentration shown
here) and shifting by a constant b offset to account for attrac-
tive interactions. As an approximation, we employ here the
mass density 1 of the aqueous salt solutions. In line with
recent results on the effect of pressure and temperature on

the solubility of small apolar particles in a TIP5P-E water model
solvent,[29] the simple relation describes the behavior of the
solvation of methane in the salt solutions quite successfully.
For pure TIP4P-Ew water the prediction is almost quantitative,
whereas with increasing amount of salt both the behavior with
respect to salt concentration and with respect to temperature
becomes less accurate, particularly at very high temperatures.
However, the relation is well-behaving in the sense that it pre-
dicts a lowering of the solvation heat capacity with increasing
salt concentration, as well as an increase of Tsex for low temper-
atures, in accordance with the MD data. The predicted temper-
ature, where methane exhibits equal solvation entropies in salt
solution and in pure water of about 300 K, however, is signifi-
cantly too low, compared to the value of 367 K found in
Figure 1.

Finally, we would like to point at an observation which per-
haps deserves further attention. The simple scaling relation
based on the IT model seems to describe the solvation data
quite satisfactorily. Hence, one would expect a larger Dmex for
the experimental data than it is observed for our MD simula-
tions, as the experimental density changes more strongly upon
adding salt. However, the opposite is true. The experimental
value of 1.6 kJ mol�1 for a 2 molar salt solution is actually
smaller than the 2.25 kJ mol�1 calculated from MD. A possible
explanation might be that that a potentially larger “repulsive”
hard sphere component of Dmex, as predicted by the IT model
due to more strongly density effect, might be effectively coun-
terbalanced by an enhanced “attractive” interaction promoted
by solute polarization effects due to the ions (which were ne-
glected in the present calculations).

2.3. Local Versus Global Salt Effects

Here we determine to which degree the described salt effects
on the solubility of methane are either caused by “local” ef-
fects, associated with direct or solvent separated contact of
methane with the ions, or by “global” effects induced by struc-
tural alterations of the solvent bulk phase. Therefore we pro-
pose a partitioning of the volume of the entire simulation cell
into “shell” and “bulk” regions, as graphically illustrated in
Figure 4. The “shell” partitioning includes first and second hy-
dration shells of the ions, described in Figure 4, and is con-
structed in such a way that the “shell” and “bulk” sub volumes
add up to the volume of the entire simulation cell.[58] During
the computation of the excess chemical potential we have
monitored whether the Monte Carlo insertion was probing
either the “shell” or the “bulk” sub-volume, and could thus de-
termine the associated components to the excess chemical po-
tential mex,bulk/shell =�kTlnhexp(�bF(~r))ibulk/shell. Figure 5 a shows
the relative changes of the solvation free energy in a
3.85 mol %�2 mol l�1 NaCl solution for each of the sub-vol-
umes. Here the bulk-volume contribution (bulk volume frac-
tion) here about 50 % for a 2 mol l�1 NaCl, slightly varying with
temperature. Note that the compact packing of water in the
hydration shells of the ions significantly elevates the chemical
potential of methane. But also for the “bulk” part we find that
methane’s chemical potential is significantly larger than in

Figure 3. Excess chemical potential mex of methane in water and aqueous
salt solutions. Symbols: data obtained directly from the MD simulations.
Filled circles: pure water. Open Symbols: aqueous salt solutions as given in
Figure 2 a. Full lines: predictions with mex = a12T + b with
a = 7.15 � 10�2 kJ mol�1 K�1 cm6 g�2 and b =�11.9 kJ mol�1.
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pure water. Note that also the temperature dependence of the
solvation free energy of methane behaves significantly differ-
ent in “bulk” and “shell”. In Figure 5 b we quantify the tempera-
ture effect by calculating the corresponding solvation entro-
pies. Note that the obtained entropies for the sub-volumes are
subject to an error of about �5 J K�1 mol�1, therefore the lines
for the sub-volumes do not properly add up to average “total”
values. However, the trends are clear. At sufficiently low tem-
peratures, “bulk“ and “shell” regions contribute both to the ob-
served increase of the solvation entropy. The “shell” contribu-
tion, however, exhibits a markedly stronger temperature de-

pendence, leading finally to a significantly pronounced nega-
tive entropy contribution at high temperatures. The negative
slope of the entropy curves, depicted in Figure 5 b, suggests
that the negative solvation heat capacity contribution due to
the presence of salt has to be attributed to both, bulk and
shell region. The contribution of the ion hydration shells is,
however, clearly dominating.

Figure 6 illustrates how the chemical potentials obtained for
the “bulk” and “shell” regions contribute to the increasing sol-
vation free energy. The bulk-volume contribution (bulk volume

fraction) reduces up to 35 % for the 2.5 mol l�1 NaCl solution.
As a reference we have also given the experimental data of
Ben-Naim and Yaacobi,[5] once again indicating the overestima-
tion of the salt contribution to the (“total”) solvation free
energy. Note that both “bulk” and “shell” contributions in-
crease with rising salt concentration. Both are only slightly dif-
fering in slope. This is suggesting that with an increasing salt
concentration both bulk and shell apparently respond in a
very similarly way, perhaps in terms of a tighter packing of the
water. This might be due to a “global” compression of the
entire salt solution caused by electrostriction effects.[12, 27] In ad-
dition, the “shell” data exhibits a significant offset due to the
specific water structure in the ion hydration shells and the par-
ticular interaction of methane with the ions. The observed
large increase of the total solvation free energy is apparently
composed of the individual soft responses of the “bulk” and
“shell” contributions, and the simple fact that shell-contribu-
tion becomes increasingly dominant as the concentration rises.
As a consequence, the observed resulting total slope of Dmex

vs concentration is tightly related to the ratio of “shell” and
“bulk” water. This ratio, in addition, is significantly affected by
the tendency of the ions to form contact or solvent separated
ion pairs. We would like to point out that this mechanism has
some resemblance to what has been suggested by K. D. Col-
lins.[16]

In the previous section we have observed an enhanced re-
sponse of Dmex upon addition of salt at low temperatures (see

Figure 4. Cartoon representation of the structure of an aqueous salt solu-
tion. The first and second minima of the ion-water pair correlation functions
determine the radii of the first and second hydration shells, here indicated
by dark and light red coloring. The red shaded region[58] is considered as
“shell”, whereas the blue shaded region will be referred to as “bulk”. The
total amount of the “shell” region (which is directly influenced by the ions)
depends strongly on the tendency of the ions to form like and unlike sol-
vent separated and close contact pairs.

Figure 5. a) Excess chemical potential difference Dmex =mex(salt solution)�mex(water)

of methane dissolved in aqueous salt solution (here 3.85 mol %�2 mol l�1)
and in pure water. We distinguish between ion hydration-shell (“shell”) and
water-bulk (“bulk”) volumes according to ref. [58] . The solid lines indicate
second order polynomial fits to the data with respect to the temperature.
b) Solvation entropy difference Dsex = sex(salt solution)�sex(water) between methane
dissolved in aqueous salt solution and in pure water. The lines are obtained
as temperature derivative of the fitted polynomial shown in Figure 5 a.

Figure 6. Excess chemical potential difference Dmex =mex(salt solution)�mex(water) for
methane dissolved in aqueous salt solution and in pure water at T = 300 K.
In addition we distinguish between contributions coming from ion hydra-
tion-shell and water-bulk sub volumes.[58] The filled symbols indicate the ex-
perimental data of Ben-Naim and Yaacobi for T = 298 K.[5]
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Figure 2 a). Figure 7 now illustrates the different responses at
low and high temperatures for “bulk” and “shell”. Note that
the enhanced response is the consequence of two effects. First

of all, the bulk phase alone responses more strongly at low
temperatures. This seems to be in agreement with the en-
hanced density-response at low temperatures, which is inti-
mately related with shift of the temperature of maximum den-
sity towards lower temperatures with increasing salt concen-
tration (see Figure 2 b). Secondly, the excess chemical potential
exhibits a slightly increased offset in the shell region, apparent-
ly related to a better ordering of the water molecules in the
ion solvation shell at low temperatures.

To summarize, the chemical potential of methane is found
to be systematically affected by the presence of salt in both
“shell” and “bulk” sub volumes, emphasizing the importance of
the global volume contraction due to electrostriction effects.

2.4. Structural Considerations

First we discuss the changes in water structure caused by the
addition of salt. The water-water site-site radial distribution
functions (RDFs) gOO(r), gHO(r) and gHH(r) were calculated as a
function of temperature and salt concentration. The oxygen–
oxygen pair correlation functions gOO(r), given in Figure 8, have
been recently suggested to be the most sensitive RDF to de-
tailed changes of the water structure.[59] Figure 8 focuses on
the observed salt effect on the location and height of the first
two maxima. This is compared to the behavior observed for
enhanced hydrostatic pressure, calculated previously.[27] The
water–water correlations change significantly with increasing
salt concentration. In particular we see by adding salt that the
first peak in the RDF shrinks, and the second peak, which is tra-
ditionally regarded as the signature of tetrahedral bonding in
water, moves markedly inwards.

For pure water it has been shown by the experiments of
Soper and Ricci, that the second peak of gOO(r) moves to short-

er distances upon application of an external pressure.[60] This
feature is also observed here for the TIP4P-Ew model[27] at low
and high temperatures, as shown in Figures 8 a and b. As sug-
gested by Soper and Ricci, this is indicative of a distorted, but
not necessarily broken, hydrogen bond network, and eventual-
ly causes the collapse of the second neighboring shell into the
first one[60]at very high pressures. In addition, the second maxi-
mum of the RDFs is found to be more pronounced at 230 K
compared to 300 K, in line with the observation of a more tet-
rahedrally ordered water structure at lower temperatures.[61]

A similar behavior is found with increasing salt concentra-
tion at both temperatures, as indicated by Figures 8 c,d. The
inward shift of the second peak at low, but as well at high
temperatures, suggest that the water structure is modified by
the presence of ions in a similar fashion as due to pressure.
Lebermann and Soper[62] used neutron diffraction to compare
the effects of pressure and high salt concentrations on the hy-
drogen-bonded network of water. They found that the ions
induce a change in structure, equivalent to the application of
high pressures, and that the magnitude of the effect is ion-spe-
cific.[62] Similar effects have been reported by Botti et al.[63, 64]

who studied the solvation shell of H+ and OH� ions in water.
Mancinelli et al. could show that the structural perturbation
due to monovalent ions (in aqueous solutions of NaCl and KCl)
exists also outside the first hydration shell of the ions.[59] Mor-
ever, in line with observations on the effect of salt on the
phase behavior of metastable water by MD simulations of Cor-
radini et al. ,[65] Holzmann et al.[27] found that the ions seem to

Figure 7. Excess chemical potential difference Dmex =mex(salt solution)�mex(water) for
methane dissolved in aqueous salt solution and in pure water at T = 230 K
and T = 300 K. We distinguish between contributions from ion hydration-
shell “shell” and water-bulk “bulk” sub volumes.[58]

Figure 8. Oxygen-oxygen radial distribution functions for pure TIP4P-Ew
water at different pressures (a,b) and for aqueous salt (NaCl) solutions at var-
ious concentrations. Pair correlations for water under pressure were calculat-
ed from simulation data reported in ref. [27] . Two temperatures are shown:
a,c) T = 230 K; b,d) T = 300 K. Arrows indicate the position and shift of the
first and second maximum as pressure or salt concentration increases.
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prevent water from transforming
into a highly tetrahedrally ordered
liquid at deeply supercooled condi-
tions.

The overall structural influence of
the ions is nicely demonstrated by
the changing site–site pair correla-
tion functions with DgXY(r) =

gXY(r)salt solution�gXY(r)pure water. All DgXY(r)
are shown in Figure 9 for 230 K and
300 K, respectively. DgOH(r) indicates
that the addition of salt leads to a
significant decrease in the hydrogen
bonding peak at 0.185 nm. This
effect is significantly more pronounced at 230 K. The more or-
dered tetrahedral network at lower temperatures is eventually
more strongly affected by addition of salt. The broader nega-
tive peak of DgOH(r) at about 0.5 nm is related to the decrease
in the second peak of gOO(r) in Figure 8, indicating distortion
and diminution of the tetrahedral coordination of the water
molecules. Again this effect is found to be more pronounced
in the supercooled region. The broad peak around 0.31 nm of
DgHH(r) suggests an increase in the nearest neighbor gHH(r)
peak (Figure 9 c). Overall, our calculated DgHH(r) is in good
agreement with the data obtained by Leberman and Soper
from neutron diffraction of a 4 mol l�1 sodium chloride solu-
tion.[62] They report a negative region near radius r = 0.2 nm, a
positive region near r = 0.3 nm, and a broad negative region
around 0.45 nm, in accord with our values of 0.23 nm, 3.1 nm,
and 0.5 nm, respectively. Overall, the structural changes caused
by the addition of salt appear to be very similar to the change
for pure water due to increasing pressure.

In the final part of this section we would like to discuss the
structure of the solution in the vicinity of the methane particle.
The methane water, and the methane ion radial pair distribu-
tion functions for different salt concentrations, obtained by the
Widom particle insertion technique, are shown in Figure 10.
We would like to point out that the radial distribution func-
tions shown here have, in general, great similarity with the
RDFs given by Athawale et al.[21] and others.[66, 24] The tight
packing of water around the sodium cation largely prevents a
direct contact between sodium and methane, as the absence
of a pronounced first peak in Figure 10 a suggests. The some-
what more loose water packing around the chloride ion, how-

ever, permits a close encounter configuration, but there is no
particularly enhanced methane-ion aggregation. The large pos-
itive offset calculated for the “shell ” contribution of Dmex dis-
cussed earlier (see Figure 6), hence has to be attributed largely
to the repulsiveness of the sodium cation. The observation of
a slightly increasing peak height for all RDFs with increasing
salt concentration is in accordance with previous findings.[21]

Comparing the effect of salt concentration, we observe an in-
crease of about 0.1 to 0.15 for all pair correlation functions,
water and ions, as we increase the salt concentration from
0.99 mol % to 4.76 mol %. Since none of the possible (water,a-
nion,cation)-methane contacts is apparently strongly preferred,
the salt might be considered behaving “neutrally”. This obser-
vation seems to be in good qualitative agreement with the ob-
servation of a very similar response of the excess chemical po-
tential Dmex for “bulk” and “shell” regions with increasing salt
concentration, as shown in Figure 6.

3. Conclusions

We have performed MD simulations of aqueous NaCl solutions
using the TIP4P-Ew water model,[30] covering broad tempera-
ture and concentration ranges, extending deeply into the su-
percooled region. We have studied the effect of temperature
and salt concentration on the solvation of methane at infinite
dilution. The salt effect on methane’s solvation free energy, sol-
vation enthalpy and entropy, as well as their temperature de-
pendence is found to be semi-quantitatively in accordance
with the data of Ben-Naim and Yaacobi.[5] The salt contribution
to the solvation free energy is found to be “enthalpic” at low

temperatures, but becomes “en-
tropic” above 390 K. To distin-
guish the influence of local (in
close proximity to ions) and
global effects, we partition the
salt solutions into ion influenced
hydration shell regions and bulk
water. The chemical potential of
methane is found to be systemati-
cally affected by the presence of
salt in both sub volumes, empha-
sizing the importance of the
global volume contraction due to

Figure 9. Water-water site-site difference radial pair distribution functions DgXY(r) = gXY(r)[salt-solu-
tion]�gXY(r)[water] for an aqueous TIP4P-Ew salt solution with 3.85 mol % NaCl at T = 230 K and T = 300 K.

Figure 10. Methane-ion and methane-water oxygen radial pair distribution functions for the aqueous salt
solution with 0.99 mol % NaCl and 4.76 mol % NaCl, obtained at T = 300 K.
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electrostriction effects. The chemical potential of methane in-
creases quite similarly in “bulk” and “shell” with rising salt con-
centration. Since the salt effect on the methane-water and
methane-ion pair correlation functions is also found to be very
similar, the simulated NaCl behaves rather “neutral” with re-
spect to the solvation of methane. The influence of salt is ac-
companied with systematic alterations of the water structure,
similar to water under pressure. The observed electrostriction
effects are found to become increasingly pronounced under
cold (supercooled) conditions. We find that the influence of
temperature and salt induced global density changes on the
solvation properties of methane is well recovered by a simple
scaling relation based on predictions of the information theory
model of Garde et al.[53]
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