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1. Introduction

Two decades of computer simulation studies on water and aqueous solutions have
immensely broadened our knowledge about this ubiquitous but nonetheless unusual
liquid. Perhaps most remarkable is the fact that it is now possible to reproduce, in
a molccular dynamics (MD) simulation, a wide range of measurable properties of
water, from thermodynamics to structure and microdynamics, particularly most—
if not all-—of its numerous ‘anomalies’. This confirms that the MD simulations
reproduce ‘real water’ and encourages one to use the simulations to examine features
that are not directly measurable, but of central importance for the understanding
of water, like the hydrogen bond network.

2. Interaction Models

A typical molecular dynamics (MD) simulation consists of solving Newton’s equa-
tions for a system of N particles given their initial positions, velocities, and an
interaction potential!. Having obtained the force on each particle for the molecu-
lar configuration, the new positions and velocities may thus be calculated. Since
the actual computer program solves these equations by numerical integration, a
finite time step, typically ~ 10715, is required. The final result of a simulation is
therefore a time history of configurations each separated by this time A¢t.

Given a numerical integration algorithm, the most important component of any
MD simulation is the choice of the potential energy function u, which in general
is an explicit function of the positions of every molecule #; (more generally, of
positions and orientations). The configurational energy u can be expanded as an
explicit sum of 2-body, 3-body,...,n-body interactions:
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In theory we would prefer to use as many terms of this expansion as possible, but
limitations on computational ability typically force one to use one of the following
approaches, most of which involve approximating u by a sum over 2-body potentials
Va(&i, &) between particles 1 and j 2
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One approach is to use a “pure pair potential” in which 3-body and higher in-
teractions are explicitly dropped. The remaining 2-body interaction V; can be cal-
culated ab initio from a quantum mechanical consideration of the “supermolecule”
consisting of an isolated pair of water molecules. The pair interaction energy is de-
termined for a large (~ 200) set of relative positions and orientations of this water
dimer. The result is a set of particular values for V, in the space of the dimer’s
relative coordinates which are then fitted to some analytical function. This function
is chosen as the best compromise between mathematical simplicity and numerical
accuracy, and becomes the potential energy surface for the dimer. An example of
a pure pair potential is the MCY potential of Clementi et al. 3.

An alternative approach is to include the 3-body and higher-order interactions
via an “effective pair potential” which is explicitly a 2-body potential but includes
parameters which are adjusted so that the results of a simulation concur with known
experimental results . The prototype of this class of models is the ST2-potential of
Rahman and Stillinger *

A typical effective pair potential consists of a Lennard-Jones center surrounded
by some configuration of point charges. For example, the very simple SPC potential
of Berendsen et al.’ takes the following form:
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Here the Lennard-Jones parameters € and o, as well as the partial charges ¢,, which
are positioned at the atomic nuclei, are the adjustable parameters. They were fitted
so that the results of the simulation agreed with experimental thermodynamic data
for water at 300 K and 1.0 g/cm®. The adjusted parameters yield a dipole moment
of the individual molecules and a potential well depth of the water dimer which are
both increased compared to the experimental gas phase values. This demonstrates
the influence of the many body effects.

If no internal degrees of freedom are considered, the result is a rigid effec-
tive pair potential, of which there are many realizations 2. Flexible effective pair
potentials are those that include intramolecular potential terms in order to simu-
late internal vibrations . Such models are used to obtain simulation results for
spectroscopic studies of water.

The third important class of potentials represent polarizable water molecules.
All the rigid models described above have a fixed dipole moment; however induced
dipole moments in the condensed phase make an important contribution to the
intermolecular interactions. Hence polarizable models explicitly allow for the total
dipole moment of a water molecule to change in response to its molecular environ-
ment. This is typically achieved in one of two ways. One can calculate the induced
part of the dipole moment in the liquid fina, using the (approximately isotropic)
polarizability of the gas phase ag, and the electric field Eloc experienced by the
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molecule:
ﬁind = oo Bjoc-

However the effect of fijna on neighboring dipoles—and hence on E"Ioc———must be
included. This means that E}oc, and fiin4, should be calculated iteratively until a
stable result is obtained. In practice, this is usually possible within only a few steps,
but this is substantial since the overall computation time increases proportionately”.
The other way to obtain a polarizable model involves including strategically placed
variable point charges with the rigid fixed-site charges. The change of position or
magnitude of these charges in response to Coulombic forces from other molecules
changes the molecule’s dipole moment &,

There exists a need for realistic water models which explicitly incorporate
many body terms, because the effective pair potentials described above have their
adjustable parameter optimized to correspond to one particular state point (fixed
T, p) of the bulk liquid. This means that simulations carried out with such a model
under other conditions will be subject to errors dependent on how strong the state
dependence of the adjustable parameters is. If polarizable water models incorporate
non-pairwise additive interactions correctly, such models have greater promise to
simulate the full range of water states reliably; ideally, the same model could be
used to simulate both gasecous and condensed phases ?, as well as heterogeneous
systems in which water is in the presence of ions or confining surfaces, near which
we can expect water properties to be significantly different than in the bulk.

Comparison with Experiments

MD simulations of liquid water using a variety of potentials have been made. It
turns out that several potentials are able to reproduce a wide range of properties,
but that none of them simultaneously reproduces all of the properties with compa-
rable accuracy. The widely used SPC potential, e.g., reproduces fundamental ther-
modynamic properties like density and internal energy within about three percent,
while the first derivative quantities—Ilike heat capacity and compressibility—are
reproduced within about 40 percent. In a number of papers detailed comparisons
between different model potentials are made!?:11,

In Fig. 1 are compared the three experimental partial pair correlation functions
for water, and those calculated from MD simulations'?. It is interesting to note
how successfully the liquid structure is reproduced from several independent water
models. In fact, one may say that any reasonable approach that incorporates the
high directionality of intermolecular interactions as it shows up in the tetrahedral
molecular environment in ice, should be able to reproduce at least qualitatively the
special properties of water. However, the achievement of quantitative agreement is
much more difficult; e.g. the widely used ST2 as well as the TIPS2 10 potentials
yield a density maximum at about 25°C.

A stringent test of the quality of interaction potentials is the calculation of
collective properties like the shear viscosity 1 or the static dielectric constant €.
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Fig. 1: Partial radial distribution func-
tions of water. Comparison between
neutron scattering experiments and sim-
ulations, using different interaction po-

tentials (reproduced from Ref. 12). ! 2 z N
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Only recently, techniques have been developed to calculate ¢y from the finite-size,
periodic system of the MD simulations, although long-range orientational correla-
tions are very important for this property.'® It was shown that SPC and even more
a ‘flexible SPC’ model, where intramolecular interactions had been added!, could
reproduce the experimental g satisfactory!?'®. In contrast, the previously men-
tioned 4- or 5-site models yield larger deviations. Neumann'3 had pointed out that
shifting the negative charge from the oxygen towards the hydrogens (as in MCY
or TIPS2) decreases €y, whereas a shift in the other direction (as in $T2) increases
€0. Thus SPC, the most simple model, where the negative point charge is located



202 CORRELATIONS & CONNECTIVITY

on the oxygen seems to be also the ‘best’ effective pair potential, and moreover it
is the ‘cheapest’ since it is ‘fastest’ with respect to computer time requirements,
because it has only three distinct interaction sites. Unfortunately, even this model
is not perfect; for example, it has been reported recently that the shear viscosity
deviates by nearly a factor of two!® from the experimentally known value.
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Fig. 2: Composite pair correlation functions of amorphous ice. Compar-
ison of two experimental curves (dotted and dashed) with MD simulation
results: (a) full line: rapid quench simulation and (b) full line: vapor
deposition simulation.
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The limits of applicability of an effective pair potential like SPC is also touched
upon in a recent simulation of amorphous ice.!” Figure 2a shows pair correlation
functions

h(r) = 4mprlg(r) — 1]

obtained from two independent neutron scattering experiments on low density
amorphous ice (one sample was produced by vapor deposition,'® the other by pres-
surizing crystalline ice'?). g(r) is the weighted sum of the partial pair correlation
functions

g(T) = 0.092g00(T) -+ 0.422_901)(7‘) + 0.486_(]DD(1‘),

as determined by the scattering power of the various nucleii (the neutron scattering
lengths).??

The full line is from an MD simulation where the amorphous ice was produced
by cooling the liquid rapidly. In view of the differences between the two experi-
mental curves, the simulation results are reasonable. In contrast, Fig. 2b shows
appreciable differences, when comparing with the results of an extended simulation
of the vapor deposition process. It appears that the MD run produces a mixture
of low- and high-density amorphous ice. One explanation is the fact that SPC is
tailored to reproduce bulk water and is less well suited to model surfaces during a
growth process. The same has been observed in simulations of amorphous silicon.

3. Hydration Effects

Knowledge of how molecular structures are hydrated is clearly of fundamental im-
portance to molecular biology and solution chemistry. We now consider how the
structure and dynamics of water is modified from the bulk behavior in the pres-
ence of both extended surfaces and isolated solute particles, as known from both
experiments and computer simulations, There are countless detailed studies of the
hydration of all kinds of solutes. Here we are interested in the description of some
general effects and mechanisms. These studies, in fact, act as good examples of how
simulations can provide the microscopic details of phenomena whose macroscopic
effects are measured in experiments.

First consider an isolated spherical particle suspended in water. The particular
ways in which the surrounding water structure may be modified can be envisioned
in the following three ways, as sketched in Fig. 3.

(i) An uncharged sphere induces a hydrophobic hydration structure: from the
point of view of the surrounding water, the uncharged particle essentially gen-
erates a water-excluding hole in the liquid. Energetically, it is unfavorable if the
nearby water molecules are oriented so that many of their four tetrahedrally
placed bonding “arms” (two proton donors and two acceptors) are directed
toward this hole, since they would be left out of any bonding. Since the bond-
ing arms are tetrahedrally placed, the bonding situation is optimized (for a
sufficiently small particle) if one arm points directly away from the particle,
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Fig. 3: Sketch of different hydration effects of simple spherical particles.
From left to right the ‘surface charge density’ of the solute particle is
increasing.

letting the other three bonds straddle the particle in a way that allows them
to bond to similarly straddling water molecules nearby. Thus the neutral par-
ticle effectively repels H-bonding groups——this illustrates the name “hydropho-
bic” hydration. Moreover, such hydration structures are characterized by a
strengthening of the water structure (comparable to a temperature decrease of
a few K} and a corresponding reduction of the mobility of the molecules in the
first hydration shell. An explanation for this observation will be given in the
next chapter on stretched water.

(ii) Whereas the structure of the hydrophobic hydration shell is mainly due to
the water-water interaction, in normal ionic hydration (e.g., around a Lit-
ion) a strong ion-water interaction is dominating, which leads to a pronounced
orientational and translational ordering in the hydration shell, accompanied by
a strong reduction of water mobility.

(ili) If the charge of the solute particle could be changed continuously, it should be
possible to produce an arrangement where none of the two kinds of interactions
is dominating, but rather balancing each other. It is easy to imagine that in this
case there will be little order and even an increased mobility in the hydration
shell. This is called the ‘structure breaking effect.’

Such simple geometric ideas had been developed four decades ago on the basis of
experimental observations on aqueous ionic solutions.?!"*?> Although ionic charges
can be varied continuously only in computer simulations, in real experiments, ionic
radii can be changed in small steps. This variation of the ‘surface charge density’
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leads to different coulomb fields in the hydration shell. Focusing on the sequence
Lit, Nat, through Cs* to larger univalent ions like the tetraalkylammonium ions
N(Ale)f, we pass from normal ionic hydration through structure breaking to hy-
drophobic hydration. And correspondingly the macroscopic viscosity as well as mi-
croscopic dynamic quantities like reorientation times or diffusion coefficients pass
in this sequence a maximum of mobility between two extrema. of immobilization.2?

Dhydr

Ubu!k

Fig. 4: Self diffusion coefficient in
the first (full line) and second hy-
dration shell (broken line) of par-
ticle with charge q.

0.5+

In order to confirm the above mentioned microscopic interpretation of these
experimental observations, computer simulations have proven useful. We discuss a
simulation in which a Lennard-Jones sphere, with parameters matched to the phys-
ical properties of a xenon atom, is immersed in a system of 215 water molecules.
Then, a variable charge ¢ is included into the xenon force center. The system that
results is one in which one can study the characteristics of hydration for a generic
solute particle as a function of its charge?®. The diffusion coefficient D of the water
molecules in the first and second hydration shell was calculated as a measure of
their mobility and is shown as a function of ¢ in Fig. 4. The structural changes in
the hydration shell can be understood by examining radial correlation functions.
Figure 5 shows the O-H pair correlation function goy in the first hydration shell
at three values of the ion charge q. The sharpness of the peaks in the gom func-
tion indicates the extent of well organized H-bonding. As one can see, the water
structure, dominated by H-bonds is strongly distorted in the first hydration shell
at high ¢. Figure 6 shows the pair correlation function g0 for the ion itself with
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the oxygen atoms of neighboring water molecules. The sharpness of the peaks here
is a measure of the binding of the surrounding water molecules to the ion. As ex-
pected , the peaks are sharpest at larger values of g. These opposite trends create

a maximum of disorder, slightly below ¢ = 1.0e (for the given particle size), as can
23

be seen when studying orientation distribution functions.
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Fig. 5: Distortion of water structure in the first hydration shell with
increasing charge (¢ = 0,1, 2¢, from left to right).

Summarizing, at low ¢ the first hydration shell has a structure dominated
by H-bonding, which results in low mobility of the molecules. As the charge in-
creases, the H-bonded structure is destroyed by the Coulombic forces, producing a
structure-breaking effect that increases the structural disorder and mobility. Even-
tually, however, the electrostatic forces become so strong so as to again decrease
the mobility of the water molecules. In brief, the maximum in D versus ¢ results
from the competition between the two different types of structure that dominate
hydration in the separate limits of vanishing ¢ and increasing ¢; one dominated by
H-bonding among water molecules, and the other by electrostatic bonding of the
water molecules to the ion.
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Fig. 6: Increasing ion-water correlation with increasing ionic charge.
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The structure of water near extended surfaces takes in many of the concepts
discussed above. For example, the structure of water near an electrically neutral
surface is subject to the same energetic requirements as when near a neutral particle,
with the result that again, water molecules do not tend to “waste” H-bonding groups
by directing many of them toward the non-reactive surface. However, the result for
an extended flat surface is different than that for a small particle: the surface can
not be “straddled” by a tetrahedrally bonding water molecule, and so the optimal
orientation requires one H-bonding group to point directly at the surface so that
the other three can be angled upward toward other water molecules.?*

The presence of a hydrophobic surface therefore tends to produce a well de-
fined layer of water molecules next to it, imposing a thermally disturbed ‘ice-like’
orientational structure which propagates into the bulk for a few molecular layers
before dying out. As with a charged particle, a charged surface subjects the nearby
water structure to the competing effects of ordering due to the presence of the sur-
face, and disordering due to H-bonds being overcome by electrostatic forces. And
again, moderate changes in dynamic behavior (such as diffusion) as compared to
bulk water, with sign and magnitude of the deviation depending on the particular
interactions (including the smoothness of the surface), occur in the system.?®

4. Structural Models and Stretched Water

There have been many attempts in the last decades to design simple structural
models for water. A central feature of all of these is the assumed pattern formed
by the hydrogen bonds between the water molecules.?® The first MD simulations
showed clearly that liquid water has to be considered as a ‘defective continuous
random network’ of hydrogen bonds,*?” which is subject to a constant and rapid
restructuring. Lafter it was shown that at any instance (and for any temperature)
this network is spanning the whole system, i.e., that it exists well above its per-
colation threshold.?® In accord with this picture, random bond percolation was an
attempt by Stanley and Teixeira to model liquid water.?® In this model, every site of
a four-coordinated ice-lattice is considered to be occupied by a water molecule, and
bonds are switched on randomly between nearest neighbor sites with a probability
pB that depends on the number of H-bonds in the system. This number is not a
clear-cut value. Due to the continuous nature of the hydrogen-bond interaction,
different definitions of an intact bond may be applied and depending on that, the
total number of H-bonds as well as the bonding-probability pp will vary. Most
widespread is the use of an energetic definition, which considers a pair of water
molecules as bonded if the interaction energy is below some negative cutoff value
Vus. In accord with the continuous nature of the H-bond interaction, Vyp may
be varied such that pp varies from 0 to 1, thus ‘scanning’ the connectivity pattern
of a given water configuration by starting from very strong H-bonds and including
weaker and weaker interactions.

With this approach one finds that distribution functions Wy which give the
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weight fraction of water molecules belonging to finite nets of M molecules, as calcu-
lated from MD data, compare remarkably well with results predicted by percolation
theory.?9:3% Motivated by the suggestion that the clustering of four-bonded water
molecules is most important for the understanding of the unusual properties of su-
percooled water, 2° one may study the connectivity properties of the network by
examining only those sites bonded to exactly four nearest neighbors. Although the
bonds are still randomly distributed, the relevant sites, which consist now only of 4-
bonded molecules, are correlated; hence one speaks of this more selective approach
as correlated site percolation. One may then calculate probability distributions W¢
for finding patches of i four-bonded molecules.

Although the agreement between the MD results and correlated site percolation
theory seem striking at first glance,?®% one sees a systematic deviation in the
results. This small difference

Fig. 7: Probability dis-

tribution for finding patches =
of 3 four-bonded molecules. Ui‘
Difference between per- =
colation model and MD !
results. Abscissa: Bond U;
probability pp varies from =
0to 1. =

AIVIC - W'F;)erc = Wc

TMD
is plotted in Fig. 7 as a function of py for the example ¢ = 3 and for densities
ranging from 1.0 to 0.8 g/cm®. We see that the deviations vanish at 0.8 g/cm?® for
the whole range of pg.

To understand why this is so, consider the MD results in Fig. 8. We see that
with decreasing density water becomes more structured (at constant temperature
of about 283K): the peaks and valleys of the pair correlation function gou become
more pronounced. This is totally opposite to the behavior of ‘normal’ liquids, where
a density decrease also decreases the structure. By integrating the first peak of goo,
we can calculate the number of nearest neighbors. From Fig. 8b we see that for
normal densities close to 1.0, a typical water molecule has an average of more than
four molecules in its nearest neighbor shell, and only for densities at about 0.8 does
the number of nearest neighbors approach four. Thus models which explicitly limit
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Fig. 8: Structure and microdynamics of stretched water. Density depen-
dence of (a) OH-pair distribution function, (b) average number of neigh-
bors, and (¢) self-diffusion coefficient.

the maximum possible number of nearest neighbors to four cannot precisely mimic
water at normal densities, but rather predict the structure of lower density water
phases such as amorphous ice and stretched water.

Continuous random network (CRN) models were designed to describe disor-
dered tetrahedral networks, as occurring in amorphous semiconductors,?! but have
also been largely applied to describe the structure of water and amorphous ice.3? In
fact, a remarkable agreement with the neutron scattering data on vapor deposited
ice was reported.?’

In Figs. 9 and 10 MD results for low density, stretched water are compared with
an analysis of a typical CRN,?? the Polk model, which is based on a ‘ball-and-sticks’
representation of a random network with exactly four nearest neighbors.*! Figure 9
shows the average number (V) of faces of the Voronoi polyhedra (Wigner-Seitz cells
for noncrystalline systems) constructed around each water molecule. Decreasing the
density from 1.0 to 0.8 g/cm® the Polk model value (horizontal line) is approached,
but not reached. Let SVP mean ‘simplified Voronoi polyhedra’, where all faces of
‘indirect neighbors’ are eliminated.** (For illustration, neighbor number 2 of the
schematic drawing in Fig. 10 is such an indirect neighbor.) Figure 10 shows the
oxygen radial distribution function of direct neighbors from SVP. The Polk model
has two distinct peaks, which correspond to first and third neighbors. Again, the
water distribution is approaching this form on decreasing density, but nct at all
reaching it. This shows that the real water network is distorted (even at 0.8 g/cm?)
compared to an ‘ideal’ CRN. This distortion extends beyond the first neighbor, as
the surviving second peak indicates. This peak can be attributed to higher-order
neighbors in a H-bond chain, which is strongly bent by the distortion of the network.

Although such deviations from an ideal CRN are quite substantial at larger

.
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distances, most important for the water dynamics is the deviation from the local
four-coordination. Figures 8b and 8c show a parallel decrease of the self-diffusion
coefficient by nearly an order of magnitude, when the number of nearest neighbors
is decreased from 5 to 4 by decreasing the global density.®® This totally unusual
behavior (in normal fluids the mobility is increased when the volume increases) can
be explained by the following mechanism3®: associated with the fifth neighbors are
defects in the tetrahedral bond network (‘bifurcated bonds’) which offer paths with
lower energy barriers between different network configurations and in turn enable
the fast restructuring of the network with thermal energies kT much smaller than
the hydrogen bond energies (a detailed description will be given in the next chapter
by F. Sciortino).

Two important conclusions can be drawn:

(a) Network defects are important for the fluidity of water. Random network
models which focus on tetrahedral local order without allowing arrangements
of five ncarest neighbors describe a gel-like, highly viscous water, as observed
in the simulations of low density water.

(b) The above discussed findings offer a very simple mechanism for the occurrence
of the Hydrophobic Hydration effect: The main effect of inert solutes is to lower
locally the density of water and as a consequence the water is more structured
and less mobile, as observed in stretched water.
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Fig. 10: Radial distribution function (oxygen positions) of direct neigh-
bors (from simplified Voronoi polyhedra).

5. Conclusions

It has been speculated that the sometimes intriguing richness of the behavior of
water as pure liquid and as solvent is the basis for the occurrence of life, offering
evolution a wealth of possibilities to probe and exploit. The central role of the
hydrogen-bond network has long been recognized, but only recently and largely due
to contributions from computer simulations is our picture becoming less speculative
and more quantitative. At the same time a few central mechanisms emerge, like
the action of the fifth neighbors or the competition between hydrogen-bond forces
and the influence of solutes. Moreover, the importance of metastable, particularly

stretched water for the understanding of its possible role in biological membranes
has been recognized.?”
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