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Abstract. The dynamical properties of a confined fluid depend strongly on the (spatially varying) density.
Its knowledge is therefore an important prerequisite for molecular-dynamics (MD) simulations and the
analysis of experimental data. In a mixed Gibbs ensemble Monte Carlo (GEMC)/MD simulation approach
we first apply the GEMC method to find possible phase states of water in hydrophilic and hydrophobic
nanopores. The obtained phase diagrams evidence that a two-phase state is the most probable state of
a fluid in incompletely filled pores in a wide range of temperature and level of pore filling. Pronounced
variations of the average and local densities are observed. Subsequently, we apply constant-volume MD
simulations to obtain water diffusion coefficients and to study their spatial variation along the pore radius.
In general, water diffusivity slightly decreases in a hydrophilic pore and noticeably increases in a hydropho-
bic pore (up to about 40% with respect to the bulk value). In the range of gradual density variations the
local diffusivity essentially follows the inverse density and the water binding energy. The diffusivity in the
quasi–two-dimensional water layers near the hydrophilic wall decreases by 10 to 20% with respect to the
bulk value. The average diffusivity of water in incompletely filled pore is discussed on the basis of the water
diffusivities in the coexisting phases.

PACS. 61.20.Ja Computer simulation of liquid structure – 64.70.Fx Liquid-vapor transitions

1 Introduction

The molecular dynamics in fluids depends strongly on the
local density, which may vary in space due to, for example,
the presence of a solid substrate or of an interface between
coexisting liquid and vapor phases. The influence of a sur-
face on the properties of a fluid is especially complicated
for fluids confined in narrow pores, where surface effects
interplay with confinement effects.

The short-time translational self-diffusion of water in
porous media at ambient temperature was studied by neu-
tron scattering. The obtained self-diffusion coefficients D
were found close to the bulk value (in a Vycor glass with
an average pore radius RP = 25 Å) [1], lower than the bulk
value by about 24% (in Gelsil glass with RP = 13 Å) [2]
and lower than the bulk value by 26% and 40% (in siliceous
MCM-41 with RP = 14 and 10 Å, respectively) [3]. The
water diffusivity remains almost unchanged, when the
level of pore filling is decreased to 25% in a Vycor glass [1],
whereas in narrower pores D becomes lower by about
20%, when the level of pore filling is decreased to 5% [2].
The long-time translation diffusion coefficient of water in
nanopores, measured by NMR, is many times lower than
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the bulk value [4,5]. A strong enhancement of the long-
time diffusivity of water was found when decreasing the
level of pore filling to less than 30% [6,7]. A similar effect
is observed for subcritical fluids in zeolites [8].

There are numerous computer simulations of water
diffusivity in pores [9–17]. Rather different changes of the
average diffusion coefficient D due to the confinement
were reported: from increase up to about 50% [9,13] to
decrease of about 50% [14] with respect to the bulk value.
Note also that the local diffusivity of water was found to
increase [9,11,13] or to decrease [10–14] near a pore wall.
Such a variety of water dynamics is caused not only by
the use of various substrate structures, strengths of water-
substrate interaction and pore sizes, but also by rather
arbitrary imposed average water density in the pores. The
latter factor prevents a systematic analysis of the available
simulation results, especially in view of the strong density
dependence of the water diffusivity [18]. The knowledge
of the average fluid density in a pore at thermodynamic
equilibrium is a necessary prerequisite for a correct simu-
lation. This requires the knowledge of the fluid phase state
in the pore. In the practically most important situation
a confined fluid is in equilibrium with its saturated bulk
fluid and exists in a vapour or in a liquid one-phase state.
This corresponds to capillary evaporation or capillary
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condensation, respectively (see Ref. [19] as an example
of such a simulation for water). An underestimation of
the equilibrium density may result in a simulation of
metastable or even unstable states, whereas its overesti-
mation means that the confined liquid is in equilibrium
with a bulk liquid at pressures higher than the saturation
vapor pressure. In the closed pores, which are incom-
pletely filled with a subcritical fluid, two-phase states
may be expected in a wide range of pore filling. This
means that simulations of fluids in incompletely filled
pores require the knowledge of the coexistence curve
of the fluids in the pores, i.e. the average densities of
the coexisting phases at various temperatures. Imposing
a one-phase state may result in simulations of non-
equilibrium states. Recent simulations of the coexistence
curves of water in nanopores show a rich phase behaviour
and the dominance of two-phase states in wide density
and temperature ranges [20,21].

In this paper we present simulations of the coexistence
curves of water in cylindrical hydrophobic and hydrophilic
nanopores with smooth walls. The obtained states are
then used for the simulation of water diffusivity in the
coexisting phases.

2 Phase behaviour of water in nanopores

TIP4P water [22] was simulated in cylindrical pores with
radii RP = 20 Å. The interaction between the water
molecules and the substrate was described by a (9-3)
Lennard-Jones (LJ) potential, which depends on the dis-
tance between the oxygen atoms and the wall only. The
phase diagrams of the pore water, presented in this pa-
per, were calculated for two well-depths U0 of the LJ po-
tential, U0 = −0.39 kcal/mol and U0 = −4.62 kcal/mol.
These two strengths of water-substrate interaction repre-
sent strongly hydrophobic and strongly hydrophilic sub-
strates, respectively. The water-water interactions were
calculated by using a spherical cutoff with rC = 12 Å.
For further technical details see references [20] and [21].

The most direct method to observe the phase sepa-
ration of a fluid in a pore is the method of tempera-
ture quench from a one-phase supercritical regime to sub-
critical temperature at various average fluid densities in
the pore (level of pore filling) [23,24]. Snapshots of wa-
ter molecules in the two pores under consideration at
T = 300 K, obtained by a quench from a supercritical state
at T = 600 K (the critical temperature of bulk TIP4P wa-
ter is about 580 K [20]), are shown in Figure 1. Alternat-
ing domains of the two coexisting phases are clearly seen
in both cases. In the hydrophilic pore (Fig. 1) the lower-
density phase appears as two adsorbed water layers and
vapour in the pore interior, whereas the higher-density co-
existing phase contains liquid water in the pore interior in
addition to the two water layers near the pore wall. In the
hydrophobic pore (Fig. 1) there are no adsorbed layers
on the pore wall, and a sequence of alternating domains
of the coexisting vapor and liquid phases is observed. De-
spite the apparent simplicity and the possibility to observe
the interface between the coexisting phases (see Fig. 1),

hydrophobic

hydrophilic

Fig. 1. Arrangement of water oxygens in hydrophilic and hy-
drophobic cylindrical pore with radius RP = 20 Å at T = 300 K
and with average densities 0.794 g/cm3 and 0.369 g/cm3, re-
spectively. A bisection of the cylinders is shown in both cases.
The water molecules near the wall of the hydrophilic pore (less
than 7.5 Å) are indicated by darker circles.

the method of temperature quench is not widely used for
the simulation of the properties of coexisting phases due
to several reasons. First of all, the simulation of an equi-
librated domain structure demands simulations of large
systems (at least 103 to 104 molecules in the nanopores)
in long pores (L about 102 RP) even at high temper-
atures, where the equilibrium length of the domains is
comparably short (a few RP). At low temperatures close
to the ambient one, the equilibrium length of the liquid
domains essentially exceeds the pore lengths, which are
accessible in simulations [24]. As a result, the properties
obtained from short-pore simulations are distorted by the
increased occurence of interfaces. So, the simulations pre-
sented in Fig. 1 could not be used for an accurate study
of the properties of the coexisting phases.

In the present paper the densities of the coexisting
phases of water in pores at various temperatures were
obtained by Monte Carlo simulations in the Gibbs
ensemble (GEMC) [25], where each phase is located in a
separate cell, representing a cylindrical pore with periodic
boundary condition along the pore axis. Equilibration of
the chemical potentials of the two phases is achieved by
numerous molecular transfers between the two simulation
cells, whereas the equilibration of the pressure is provided
by a volume exchange between the cells. Efficient tech-
niques for the molecular transfers [19–21] allow us to simu-
late liquid-vapour coexistence of bulk water even at super-
cooled temperatures down to 125 K, while the coexistence
between two dense and heterogeneous phases of water in
hydrophilic pores may be simulated down to 250 K.

The obtained coexistence curves of water in both
pores, which were studied, are shown in Figure 2. In the
hydrophilic pore the layering transition, i.e. the quasi–
two-dimensional liquid-vapor phase transition near the
pore wall, occupies the low-density range up to about
0.4 g/cm3. The liquid-vapor phase coexistence of the “in-
ner” water, which occurs in the pore with a wall covered
with two water layers, shown in Figure 1, is located in the
range of average densities from about 0.6 to 1.0 g/cm3 at
ambient temperatures (Fig. 2). Density profiles for these
two coexisting phases at two different temperatures are
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Fig. 2. Coexistence curves of water in the hydrophilic and
hydrophobic cylindrical pores with radius RP = 20 Å. The co-
existence curve of bulk water for the same model is shown by
the dashed line. Full circles indicate the systems used for the
diffusivity study.

shown in Figure 3 and evidence that the structure of the
two water layers near the pore wall is almost identical in
both phases in a wide temperature range. In the pore in-
terior liquid water becomes highly uniform at low temper-
atures (Fig. 3). The bottle-like shape of the liquid-vapor
coexistence curve of the “inner” water, seen in Figure 2,
originates from the formation of a wetting layer in the
vapor phase when the temperature increases up to about
400–430 K. This is clearly seen from the density profiles in
Figure 3 and from the snapshots of water molecules in the
coexisting phases in Figure 4. Note also that the density
of the liquid phase in the pore interior slightly decreases
towards the pore axis at high temperatures.

In the hydrophobic pore there is a single liquid-vapor
phase transition (see Fig. 2). The coexistence curve differs
from the bulk mainly due to the decrease of the average
density of the liquid phase. The density profiles in the liq-
uid phase evidence a decreasing water density towards the
pore wall and this effect becomes more pronounced with
increasing temperature (see Figs. 5 and 6). Pronounced
oscillations of the water density near the pore wall at
T = 300 K weaken at higher temperatures.

Starting from the densities of the coexisting phases,
which were obtained in the GEMC simulations, constant-
volume MD simulations were performed next to study the
dynamics of the water molecules in the pores.
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Fig. 3. Density profiles of the coexisting lower-density phase
(dashed lines) and high-density phase (solid line) of water in
the hydrophilic pore at two different temperatures.

T = 450 K

T = 300 K
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Fig. 4. Arrangement of water oxygens in coexisting phases in
the hydrophilic pore; view along the axis of the cylindrical pore
with radius RP = 20 Å.

3 Diffusion of water in nanopores

We determined the self-diffusion coefficients of the water
molecules in hydrophilic and hydrophobic pores of 20 Å
radius by molecular-dynamics (MD) simulations. The
simulations were carried out for the two coexisting phases
in the hydrophilic pores at 300 K and 450 K (see Fig. 3)
as well as for the liquid phase in the hydrophobic pore at
six different temperatures (shown in Fig. 5). For the MD
simulations we employed the MOSCITO simulation pro-
gram using a leapfrog integration scheme in combination
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Fig. 5. Density profiles of the saturated liquid water in the
hydrophobic pore at T = 300 K, 350 K, 400 K, 450 K, 500 K,
and 535 K (from top to bottom).
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Fig. 6. Arrangement of water oxygens in coexisting phases in
the hydrophobic pore; view along the axis of the cylindrical
pore with radius RP = 20 Å.

with SHAKE for solving the constraint dynamics. The
timestep 2 fs was chosen for all simulations. In order to
be able to perform the simulations most efficiently we
considered three-dimensional periodic boundary condi-
tions. The long-range interactions were treated by smooth
particle mesh Ewald summation [26] with a mesh size
of approximately 1.2 Å. For the real space term and LJ
interactions a cutoff radius of 9 Å has been used. In order
to avoid problems due to the application of the minimum
image convention we used a box size of 50 Å in x- and
y-direction (perpendicular to the pore axis). The effect of
the (artificial) periodicity introduced in x- and y-direction
as well as of the different treatment of the long-range
interactions has been studied by comparing the density
profiles obtained by MD simulations and Gibbs ensemble
technique. In all cases the data obtained by the different
methods match very well. Each simulation consisted of
an initial equilibration period of 0.5 ns and a subsequent

Table 1. Self-diffusion coefficients Dz, Dxy and D (in
10−9 m2/s) of water in a saturated liquid phase in the hy-
drophobic pores, in the low-density (phase 1) and high-density
(phase 2) coexisting phases in the hydrophilic pores. Coef-
ficients Dz were estimated both for the short-time intervals
(Dshort

z ), which were used for the estimation of the local co-
efficients (see text) and for the long-time interval 100–400 ps
(Dlong

z ). Coefficients D were obtained, based on the short-time
diffusivities. Dbulk is the self-diffusion coefficient and Ebulk (in
kcal/mol) is the water binding energy and ρbulk (in g/cm

3) is
the density of bulk water at the corresponding temperatures.

T (K) Dshort
z Dlong

z Dxy D Dbulk Ebulk ρbulk

hydrophobic pore

300 4.61 4.65 4.21 4.34 3.47 −20.06 0.99
350 9.83 9.88 8.04 8.63 7.49 −18.55 0.95
400 17.4 18.3 13.6 14.9 13.3 −17.28 0.90
450 26.3 27.8 20.8 22.6 20.8 −15.82 0.83
500 43.1 46.2 32.3 35.9 29.8 −14.19 0.73
535 67.8 81.8 55.7 59.7 43.0 −12.83 0.62

hydrophilic pore, phase 1

300 3.93 3.52 2.48 2.96 3.47 −20.06 0.99
450 20.6 22.5 15.6 17.3 20.8 −15.82 0.83

hydrophilic pore, phase 2

300 3.39 3.41 2.71 2.94 3.47 −20.06 0.99
450 18.0 19.7 14.4 15.6 20.8 −15.82 0.83

production run of 2 ns which allow a sufficiently accurate
determination of the dynamical properties. For the
equilibration period as well as for the production run
the temperature has been controlled by the Berendsen
weak coupling [27] using τT = 2 ps. The number of water
molecules considered in the simulations varied between
1200 to 1700. The self-diffusion coefficients Dbulk of the
bulk TIP4P water at various temperatures were simulated
in the NPT ensemble at P = 1 bar. The obtained values
of Dbulk and ρbulk are shown in Table 1. Note that
the presented values of ρbulk within 2% agree with the
densities of the bulk liquid phase obtained by GEMC
simulations of the liquid-vapour coexistence curve [20].

It is reasonable to consider two components of the to-
tal mean-square displacement (MSD) of water molecule in
a cylindrical pore: the MSD along the pore axis 〈∆z2〉 and
the MSD in the xy-plane 〈∆(xy)2〉 = (〈∆x2〉 + 〈∆y2〉)/2,
normal to the pore axis z. Due to the cylindrical geome-
try of the pore it is also useful to cosider two components
of the in-plane MSD 〈∆(xy)2〉: the MSD along the pore
radius 〈∆r2〉 and the tangential MSD 〈∆s2〉 along the di-
rection pependicular to the radius vector in the xy-plane
(“parallel to the pore wall”). In all cases the orientation of
the corresponding vectors were defined from the initial po-
sition of the considered molecule. The time dependences
of 〈∆z2〉 and 〈∆(xy)2〉 of the water molecules in the hy-
drophobic pore are shown in Figure 7. The MSD along
the pore axis 〈∆z2〉 shows a linear time dependence for
all considered temperatures, whereas 〈∆(xy)2〉 achieves a
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Fig. 7. Time dependences of the mean-square displacements
〈∆z2〉 and 〈∆(xy)2〉 in the hydrophobic pore (see text for de-
tails). The corresponding temperatures are 535 K (max 〈∆z2〉),
500 K, 450 K, 400 K, 350 K, 300 K (min 〈∆z2〉).

plateau value with time due to the confining effect of the
pore in these directions. Note that the plateau values of
〈∆(xy)2〉 decrease with temperature (Fig. 7) due to the
non-uniform distribution of the water density along the
pore axis (this effect was noted in Ref. [28]) and a narrow-
ing of the mass distribution in the case of a hydrophobic
pore (see density profiles in Fig. 5).

The self-diffusion coefficients of water Dz, Dxy, Dr, Ds

were determined from the slopes of the time-dependent
MSDs 〈∆z2〉, 〈∆(xy)2〉, 〈∆r2〉 and 〈∆s2〉, respectively.
With the exception of Dz all other components become
strongly time dependent due to the confinement. There-
fore, only some initial time intervals (from 2 to 10 ps for
T = 300, 400 K; from 1 to 5 ps for T = 450, 500 K and
from 0.5 to 2.5 ps for T = 535 K) were used for the deter-
mination of the coefficients Dxy, Dr and Ds, which thus
describe the short-time diffusion behaviour in the confin-
ing pore. (The obtained values of the self-diffusion coef-
ficients Dz, Dxy and D = (Dz + 2Dxy)/3 for all studied
systems are shown in Tab. 1.) The described procedure in
general yields diffusion coefficients for the diffusivity nor-
mal to the pore axis, which are smaller than Dz in the
absence of any other structural effects [28–30]. These de-
viations are almost negligible (a few percents only) [29] in
slit-like pores, whereas in a narrow cylindrical pore [30]
strong confinement effect may prevent the determination
of the diffusion coefficient from the slope of the MSD, be-
cause it becomes strongly non-linear already at very short
times. In the latter case the diffusion coefficient in the
plane normal to the pore axis may be estimated by solving
the diffusion equation for a particle in a cylinder, assuming
uniform density distribution. Using equation (3b) of refer-
ence [30], which gives the MSD in the xy-plane according
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xy, normalized
by the bulk diffusivity at the same temperature (see Tab. 1)
in the coexisting low-density phase (phase 1) and high-density
phase (phase 2) of water in the hydrophilic pore. Change of the
normalized inverse water binding energy Ebulk/Ei is shown as
function of the distance r from the pore axis.

to this assumption, we estimate the coefficients Dxy of
the water in the hydrophobic pores at T ≥ 450 K (at
lower temperatures and in the case of a hydroplilic pore a
strongly non-uniform density distribution along the pore
radius makes it impossible). The values of Dxy obtained
in such a way were found always higher than the values
Dxy, obtained from the slope of the time dependence of
〈∆(xy)2〉 and close to the corresponding value of Dz (in
agreement with the result of Ref. [30]).

In general, the water self-diffusion coefficient Dz in-
creases in the hydrophobic pores up to 40% with respect to
the bulk value, whereas in the hydrophilic pores it is very
close to the bulk value (Tab. 1). An analysis of the average
self-diffusion coefficients D is complicated by the system-
atic underestimation of the coefficients Dxy (see above),
but we may conclude that the total water diffusivity no-
ticeably increases in the hydrophobic pores, whereas in the
hydrophilic pores it is only slightly depressed (if at all).

In order to study the spatial variation of the water dif-
fusivity we calculated the local self-diffusion coefficients
Dl

z, Dl
xy, Dl

r and Dl
s of the molecules, which start at time

t = 0 at different distances r from the pore axis. All these
coefficients were determined from the time dependence of
the MSDs in the short-time intervals mentioned above.
As Figure 8 shows, in the hydrophilic pore the local water
self-diffusion coefficient Dl

z in the water layer near the pore
wall is always about 10–20% below the bulk value. Weak
oscillations in the water diffusivity near the pore wall re-
flect the layered water structure in this region (Fig. 3).
As can be seen by comparing Figure 3 and Figure 8, the
diffusivity of the “inner” water follows the inverse density.
Figure 8 also shows the average binding energy Ei = ΣUij

of the water molecules as a function of the distance from
the pore center; the sum extends over all neighbours j
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malized by the bulk diffusivity at the same temperature (see
Tab. 1) in the liquid phase of water in the hydrophobic pore.
Change of the water binding energy Ei is shown as a function
Ebulk/Ei.

of the molecule i within the cutoff radius rC [18]. In the
pore interior, there is a clear correlation between diffu-
sivity and binding energy, whereas near the pore wall the
slowing-down influence of the pore wall is predominant. In
Figure 9 the diffusion coefficients Dl, Dl

z, Dl
r and Dl

s in
the liquid density phase are presented. Whereas the diffu-
sion in the directions with no density variations (Dl

z and
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malized by the bulk diffusivity at the same temperature (see
Tab. 1) in the liquid phase of water in the hydrophobic pore.

Dl
s) are rather similar, the diffusivity along the pore radius

(Dl
r) changes by nearly a factor of 10, when approaching

the wall. In the hydrophobic pore the local water diffu-
sion coefficient Dl

z in the pore center in general is close to
the bulk value at the same temperature and gradually in-
creases (more than 50%) towards the pore wall (Fig. 10),
showing a clear correlation with the profiles of the water
binding energy (Fig. 10) and density (Fig. 5). Dl

z starts to
increase deeply in the pore interior, where the water den-
sity is still uniform (Fig. 10). This reflects the fact that
during the time interval, used for the estimation of Dl

z,
molecules change their position along the pore radius and
thus may probe a large range of local densities. The self-
diffusion coefficients Dl

z and Dl
xy are close to each other

in the pore center and near the pore wall. Note that Dl
z

monotonically increase towards the pore wall, while the
Dl

xy show clear minima at a distance of a few molecular
diameters from the pore wall. Figure 11 evidences that
these minima originate exclusively from the MSD along
the pore radius (see profiles of Dl

r). Note also that the
profile of the coefficient Dl

s is close to the profiles of the
coefficient Dl

z at low temperatures (Fig. 11), but starts to
deviate with increasing temperature (not shown).

4 Discussion

The obtained coexistence curves of water in nanopores
clearly show that the two-phase state is the most prob-
able state of water in a wide range of temperatures and
average densities ρav. The filling of a pore with a fluid
is characterized by the level of pore filling f = ρav/ρ0,
where ρ0 is the fluid density in the completety filled pore.
For hydrophilic pores, which show capillary condensation,
usually ρ0 is determined as the density of the liquid in the
pore which is in equilibrium with a saturated bulk fluid.
In a small cylindrical pore (RP = 12 Å) the value of ρ0 is
about 20% higher than the density ρl of the liquid phase at
the pore coexistence curve [19,20]. With increasing pore
size ρl practically achieves the saturated bulk liquid den-
sity at a pore radius RP = 20 Å ([21], see also Fig. 2).
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Taking into account the same expected trend for ρ0, use
of the value ρl instead of ρ0 may cause an overestimation
of the value f by a few percents only. So, Figure 2 shows
that at ambient temperature a two-phase state of water in
a hydrophilic pore with radius 20 Å occurs at levels of pore
filing 0% < f < 40% and 60% < f < 100%, whereas a
one-phase state occurs at 40% < f < 60%. With increas-
ing pore size the occurrence of a two-phase state becomes
even more probable. Note also that in hydrophobic pores,
which show capillary evaporation [19,20], two-phase states
occupy the whole density region till ρl. This means that
all properties of a fluid in an incompletely filled pore must
be considered by taking into account a possible phase sep-
aration inside the porous medium both in the experiments
and the simulations. For example, assuming the filling of
a porous material with a fluid by a continuous growth of
the thickness of its adsorbtion layer on the pore wall [1]
may cause difficulties in the interpretation of experimen-
tal data [31]. In computer simulations, ignoring the liquid-
vapour phase transitions of fluids in pores may result in
simulations of non-equilibrium states. Experimentally ob-
served capillary condensation in porous media, theoretical
expectations for fluid phase behaviour in confinement and
simulations of the fluid phase behaviour in pores evidence
the phase separation scenario (for review see Ref. [32]).
The strong influence of surface effects on the phase coex-
istence obtained in this work for fluids in simple cylindri-
cal pores with smooth surfaces (Figs. 1–6) should be also
expected for any porous media. The analysis of the addi-
tional effects of surface structuring and of pore disorder
will need systematic studies of the liquid-vapour coexis-
tence curves in such extremely complex systems.

We studied the dynamic properties of the most impor-
tant dense water phases which occur in pores, neglecting
the interface between coexisting phases. We found that
the local diffusivity along the pore axis strongly corre-
lates with the local density and the water binding energy,
namely it increases with decreasing density and increas-
ing energy. This trend is clearly seen in hydrophobic pores,
where gradual changes of the water density along the pore
radius are observed. The same trend may be noticed for
water in the interior of hydrophilic pores, where only a
slight variation of the density is observed and is reflected
by the quite similar behaviour of the local coefficients Dl

z

and Dl
s in the hydrophilic pore and in the hydrophobic

pore at low temperatures, which both describe the MSDs
along paths with equal density and energy.

The water diffusivity along the direction of the pore
axis in the two specific layers near the wall of the hy-
drophilic pore deviates from this trend, insofar as the wa-
ter binding energy weakens when approaching the pore
wall (simply due to the effect of missing neighbours), but
the water diffusivity decreases. This may be attributed
to the strong orientational ordering of water molecules in
these two layers (see Ref. [19] for the analysis of their
structure). Note that the water diffusivity only slightly
decreases near the hydrophilic surface (Fig. 8), where the
water density strongly oscillates (Fig. 3). This shows that,
in general, a varying binding energy has a stronger effect

on the water dynamics near the surface than density vari-
ations due to the packing effect and corraborates with the
results of reference [33] for the mobility of a polymer near
the surface.

An analysis of the water diffusivity in the plane nor-
mal to the pore axis is complicated by the confining effect
of the pore wall. The values of the coefficients Dxy and D
obtained from the MSD over a finite-time interval (Tab. 1)
may noticeably underestimate the limiting values for un-
restricted short time diffusion. We expect, that the coeffi-
cients Dxy, obtained by a more appropriate method (wich
must take into account both confining effect of a wall as
described in Refs. [28–30], but also the non-uniform den-
sity distribution of the liquid in the pore), will be close to
the coefficients Dz.

The profiles of the local coefficients Dl
r of the water in

the hydrophobic pores show minima at some distance from
the pore wall. Such a behaviour is typical for the diffusion
normal to a reflecting wall, where the distance of such a
minimum from the pore wall changes with the diffusion
coefficient D and time of observation ∆t as (D∆t)0.5. The
convergence of the values of Dl

z and Dl
r in the pore interior

and near the pore wall (Fig. 10) strongly indicates that the
water diffusivities along and normal to the pore axis are
in close agreement.

In the hydrophilic pores the local coefficient Dl
r

strongly decreases towards the pore wall (Fig. 9), showing
a behaviour, which is typical for the diffusion normal to an
adsorbing wall. So, considering short diffusion time inter-
vals, when the MSD along the pore radius does not exceed
RP, we observe two kinds of water mobility in the radial
direction. In hydrophilic pores (with adsorbing walls) the
most immobilized molecules are located on the pore wall.
In hydrophobic pores (with reflecting walls) the most im-
mobilized water molecules are located at some distance
from the pore wall.

Knowing the dynamic properties and the density of
water in coexisting phases we can predict these proper-
ties in incompletely filled pores at any level of pore filling,
neglecting the presence of fluid-fluid interfaces, whose con-
centration is extremely small at low temperatures [24]. In
the case of liquid-vapour coexistence in a hydrophilic pore
with a wall covered by two water layers the average diffu-
sion coefficient should change slightly and almost linearly
(due to the close densities of the phases), when the level of
pore filling changes from 100% to about 60%. It is natural
to expect a much stronger decrease of the water diffusivity
near a structured surface (see, for example, Refs. [14,15,
17] in comparison with the smooth surfaces, considered
in our study. In such a case diffusivities of the coexisting
phases should differ much stronger and the total diffusiv-
ity should noticeably decreases with lowering f .

In hydrophobic and moderately hydrophilic pores the
low-density coexisting phase is a vapour, which does not
form liquid layer(s) on the pore wall [20,21]. The diffu-
sivity in this phase is several orders of magnitude higher
than in the liquid phase. The average diffusivity changes
with f in a qualitatively different way, than in strongly
hydrophilic pores: it always increases with lowering f due



76 The European Physical Journal E

to the increasing fraction of pore molecules in the vapour
phase. For example, in a hydrophobic pore at 300 K we
estimated the average diffusivity to increase by a factor of
two when f decreases from 100% to about 30% (assum-
ing the diffusivity in the vapour 104 times higher than
in the liquid). The same trend may be expected in large
hydrophilic pores, when the fraction of molecules in the
adsorbed layer(s) becomes negligible. Note that experi-
mental methods, which do not probe the diffusivities of
molecules in the liquid and the vapour phases simultane-
ously, the measured diffusivity will not depend on f .

The effect of the interfaces between the domains of
the coexisting phases should be taken into account at high
temperatures, when the concentration of the interfaces in-
creases and the equilibrium domain length decreases. Its
influence on the diffusivity is not clear a priori and needs
special studies.
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