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Water in nanopores. |. Coexistence curves from Gibbs ensemble
Monte Carlo simulations
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Coexistence curves of water in cylindrical and slitike nanopores of different size and water—
substrate interaction strength were simulated in the Gibbs ensemble. The two-phase coexistence
regions cover a wide range of pore filling level and temperature, including ambient temperature.
Five different kinds of two-phase coexistence are observed. A single liquid—vapor coexistence is
observed in hydrophobic and moderately hydrophilic pores. Surface transitions split from the main
liquid—vapor coexistence region, when the water—substrate interaction becomes comparable or
stronger than the water—water pair interaction. In this case prewetting, one and two layering
transitions were observed. The critical temperature of the first layering transition decreases with
strengthening water—substrate interaction towards the critical temperature expected for
two-dimensional systems and is not sensitive to the variation of pore size and shape. Liquid—vapor
phase transition in a pore with a wall which is already covered with two water layers is most typical
for hydrophilic pores. The critical temperature of this transition is very sensitive to the pore size, in
contrast to the liquid—vapor critical temperature in hydrophobic pores. The observed rich phase
behavior of water in pores evidences that the knowledge of coexistence curves is of crucial
importance for the analysis of experimental results and a prerequiste of meaningful simulations.

© 2004 American Institute of Physic§DOI: 10.1063/1.163191]9

I. INTRODUCTION liquid-vapor coexistence in a pore with a wall covered or not
S ] ) covered with liquid layers as well as coexistence of liquid
. Fluids in (_:onflned geometneg are presently an area 0<I:md vapor layers near the pore wall. Obviously, the correct
intense experimental and theoretical research and NUMEroUs  \~vion of the structural and dynamical properties of a
computer simulations. Confined fluids are ubiquitous in na-_ . . .
ture and widely used in various industrial processes. Under(-:Onflnecj fluid ne_et_ds the knowledge of its phase statg, e. the
standing the properties of confined fluids, which differ sig-NuMPer of coexisting phaseene, two, or even three in the
nificantly from the properties of the bulk fluids, is of great @S€ of a triple point their densities and volume fractions at
fundamental and practical importance. any given temperature and average density. This knowledge
Considering the phase behavior of confined fluids, twods also of crucial importance for the interpretation of experi-
typical situations may be distinguished: open pores andnental data on fluids in pores. Therefore, the study of the
closed pores. In an open pore a confined fluid is in equilibliquid—vapor coexistence curves of confined fluids is an ur-
rium with a saturated bulk liquid and may exist in a vapor orgent challenge.
in a liquid one-phase state, which corresponds to capillary |n this paper we first analyze the current state of the
evaporation or capillary condensation, respectively. If thergxperimental and theoretical research on liquid—vapor phase
is no particle exchange with a bulk fluiglosed porg the  ansitions in confined geometries and describe then in de-
fluid in the pore may exist in a one-phase or a_two-phgs?ans techniques, which allow us to improve essentially the
state, depending on temperature and average fluid density gh‘iciency of the simulations of the coexistence curves. In the

the pore(level of pore filling. . . . . )
. . . main part, the simulated coexistence curves of water in vari-
The structural and dynamical properties of fluids are de-

termined particularly by their density. Of course, the knowl-OUS nanopores are presented and briefly discussed. Whereas
edge of an average density is not sufficient to predict thd!€"® Our approach is to present in a more phenomenological
properties of a confined fluid, as it may exist in a one-phas&/@y & systematic collection of coexistence curves, in subse-
or in a two-phase state. The spatial heterogeneity of a corfiuent papers a detailed analysis, based on available theories,
fined fluid may be caused not only by variations of the denwill be presented.

sity dye to the presence of the _sohd substrqtg but alsp by thg Experimental studies of coexistence curves

coexistence of two phases of different densities. The interagss fiuids in pores

tion with the pore wall can lead also to the appearance of o - .
surface transitionglayering, wetting, prewetting etcand A sharp liquid—vapor phase transition was observed in
corresponding two-phase regions, which are marked by co/arious porous materials, whereas the experimental determi-
existence curves. So, at some arbitrary average fluid densityation of full coexistence curves of fluids in pores is more
in a pore various two-phases coexistences may be expectedifficult and only a few of them were construct&d. (Note
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that a few so-called hysteresis coexistence curves, whictler phase transitions are rounded. However, this rounding
show the temperature dependence of the extremes of the hydecreases exponentially with increasing cross-section area of
teresis loop, were also report&f). the cylinder!® leading to rather sharp first-order phase tran-

The most accurate results were obtained by heat capacisitions even in narrow poré&!’~**Theornf°’ and computer
and light scattering measurements for fluids in silicasimulations”182%?show that phase separation in a cylindri-
aerogels;® which have a wide distribution of pore sizes. For cal pore appears as a series of alternating domains of two
helium in aerogel an increase of the critical dengiip to  coexisting phases along the pore axis. Recent experifients
17% with respect to the bulk valuend slight decrease of evidence the existence of phase-separated liquid domains of
the critical temperatureXT-=T;p— Tc=0.006T;p, where a fluid mixture confined in a porous glass. The characteristic
Tsp is the bulk critical temperatuyavas observed accompa- length of these domains is related to the interfacial tension
nied by a strong narrowing of the two-phase region. Thisand increases exponentially with pore radig and de-
narrowing is much stronger at higher temperatures, givingreases exponentially with temperaté?eit low tempera-
rise to an unusual “bottlelike” shape of the coexistencetures it could be larger than 3@imes the pore diameter even
curve in a wide temperature range. in very narrow pored! A fluid confined in an infinite cylin-

A few coexistence curves were estimated from adsorpédrical pore is close to a one-dimensional system and thus it
tion measurements of fluids in porous gladsmsd ordered should not exhibit a true liquid—vapor critical point above
mesoporous silica material$.In this case a strong increase zero temperature. However, a “pseudocritical point” could
of the critical density(up to 100% and a narrowing of the be defined as the temperature, when the surface tension be-
two-phases region was observed. Additionally, a few experitween the domains of the two coexisting phases disappears.
mental estimates of pore critical temperatures only, based oAbove the pseudocritical point the alternating domain struc-
adsorption measurements, were reported. The shifts of thieire vanishes, and the fluid becomes homogeneous along the
critical temperaturéd\ T increased with decreasing pore size pore axis. It is still unclear, how the phase separation occurs
and AT-=0.30T5p to 0.35T3p was achieved in pores with in disordered pores: two phases coexist as alternating do-
radiusRp= 12 A? Unfortunately, different methods to define mains or as two infinite networks. A domain structure seems
the disappearance of the phase transition resulted in strongtyg be more probable in porous materials with low porosity. In
differing values of AT for pores of similar siz&5° highly porous materials, such as gels, infinite networks of

Usually a pronounced adsorption—desorption hysteresitwo coexisting phases are usually assumed and the critical
loop is observed when measuring adsorption in pores. Thipoint of fluids in such random pores is expected to belong to
loop shrinks with increasing temperature and disappears ahe universality class of the random-field Ising motfel.
the hysteresis critical temperatufey . Hysteresis indicates
nonequilibrium phase behavior due to the occurrence of, rgact of pore size on phase transitions

metastable states. The microscopic origin of this phenom- ) ] N ]
enon and its relation to the pore structure is still an area of ~1he shift of the first-order phase transition of fluids con-

discussion. In disordered porous systems hysteresis may [§@€d in large pores is described by the Kelvin equation and
observed even without phase transition up to a hysteresf8 9eneral is inversely proportional to the capillary s%_idan
critical temperatur@ ¢ > T, if the latter existd? In single  ¢Ylindrical pores the shift of the phase transition is more
uniform poresT ¢, is expected to be eqiabr below 2T . S|gn|f|cant than |.ts roundingf’ Pensﬂy functional gpproaches
A number of experimentally determindg, values is avail- predllct a reduc'tlgn of the critical temperature in narrow cy-
able in the literaturésee Refs. 6, 7, 9 and Ref. 13 for a data indrical and slitike pores proportional to Rf (or 1He,
collection. whereHp is width of a slitlike pore." 8 However, this ap-
The experimental studies of the coexistence curves gproach is not valid close to the critical point, where the cor-
fluids in porous materials which were presented above indif€lation length could be comparable to the pore size. In the
cate essential changes of the critical parameters of fluids witAfitical range scaling theory predicts a reduction of the criti-

_ -1y ~
respect to the bulk, but detailed studies are strongly limited@! temperaturd Te=(T5p—Tc)~Hp ™", wherev (~0.63
by the available experimental techniques. for the Ising model is the critical exponent, which describes

the temperature dependence of the correlation leH¢fthin
the framework of the mean-field theory of critical phenom-

229

B. Theoretical background . _
g ena, T is expected to decrease AT -~Hp“.

Resuming the theoretical predictions for the effect of
confinement in pores on fluid phase equilibria, it is reason-,

e . . 3. Effect of fluid —wall interaction on phase diagram
able to distinguish the role of three main factors: pore shape, P 9

pore size and fluid—substrate interaction. Analyzing the influence of a substrate on the fluid phase
diagram, it is useful to distinguish two main factors, namely
density variations of the fluid near the substrate and the ap-
The modification of phase diagrams was extensivelypearance of surface transitions. Change of the fluid density
studied theoretically for two main classes of porous mediaand structure near the substrate distorts the liquid—vapor co-
single poregslitlike and cylindrical and disordered porous existence curvéboth the critical parameters and the densities
systems. In a slitlike pore there are true phase transitions araf the coexisting phasgsThis effect was studied in Refs. 14
the liquid-vapor critical point belongs to the two-dimensionaland 29 and the critical temperature is predicted to be strongly
Ising universality class**®In a cylindrical pore the first or- influenced by the fluid—substrate interaction. Scaling theory

1. Phase transitions in pores of various shape
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predicts that in a pore of fixed size the maximum shift of thetransition is observed in the surface layer near the free
critical temperaturd\ T (at infinite fluid—substrate interac- surface®’ In this case the local order parametep, in the
tion) is 2.07 times larger than the minimutT¢ (at zero  surface layer follows the power lawhp;~(T—Tsp)?1,
fluid-substrate interactioncompared to the mean-field value where the critical exponeng;~0.8, which differs strongly
2.60 of this ratic®® The critical densityp is also shifted due from the value of the critical exponept=0.326 for the bulk
to the fluid—substrate interaction. In the case of an attractiveoexistence curve. An ordinary transition should occur only
fluid—substrate interactiop. averaged over the pore is if there is no preferential interaction of one of the phases
higher thanp of the bulk fluid, while in the central part of with the substrate. In fluid systems this condition is almost
the pore the critical density appears to be below the bulkuinachievable. However, some experimental studies of binary
valuel429 fluids® (see also review in Ref. 4@&nd our simulations of a

A more typical example of the surface influence on theone-component flult show that the behavior of a fluid sur-
fluid phase diagram is the appearance of various liquid-face layer in the case of a weak surface field is similar to the
vapor surface transitions. A wetting transition appears ulti-one expected for an ordinary transition.
mately at liquid—vapor coexistence in any semi-infinite fluid
near a substrat®. It is connected with the formation of a C. Coexistence curves of fluids in pores from
thick macroscopic wetting layer in the vapor phase. If thecomputer simulations and theoretical approaches
wetting transition is a first-order phase transition, a so-called  ppase transitions in confined systems were extensively
prewetting surface transitioftransition between thin and gy,died by various theoretical approactiesegral equation
thick films of fluid) could be observed away from the liquid— anqg density functional theoripand by computer simulations
vapor coexistencg: At some strength of fluid—substrate in- (molecular dynamics and Monte Carlo simulatipfisHow-
teraction a layering transition occurs in undersaturated vapQyer, coexistence curves of confined fluids were reported
near the surface. A layering transition is a surface transitiongn|y in a few studies.
resulting in the formation of a single liquid monolayer on a | 3 computer simulation an equilibrium phase transition
substrate or on already adsorbed liquid l&gker can be located directly by equaling the chemical potentials,

In small pores, surface transitions influence the “bulk” temperatures, and pressures in two coexisting phases. Both
liquid—vapor transition, which occurs in the pore interior, jn computer simulations and theoretical approaches, phase
and, in turn, are affected by this shifted “bulk” liquid—vapor transitions may also be located indirectly, by finding an
transition. Only for large pores, these two effects could bequality of the grand thermodynamical potentials and chemi-
separated, while the narrowing of pores results in an increaga| potentials of the two phases at fixed temperatateng
ing mixing of surface and “bulk” transitions? Prewetting  the adsorption and desorption branches of isotherm
and layering transitions appear as additional coexistence The density functional theory is widely used to study
curves, situated in the low density range due to the nonzerphase transitions of confined fluidfg!®18:27:28:33.3443-4ppq
fraction of molecules participating in these transitions inapproach allows to study both the shift of the bulk transition
pores. A density functional approach indicated that a prewetdue to the confinement and various surface transitions, but
ting transition could occur in slitlike and cylindrical por@s. with this method equilibrium phase transitions may be lo-
With decreasing pore size the prewetting transition becomegated only indirectly. Also, the density functional method
unstable and eventually disappears. Sequences of layerimgtrinsically uses a mean-field approach, that ultimately re-
transitions are truncated in pores, however, mean-field theoryults in a mean-field shape of the coexistence curve and in
predicts that a finite number of layering transitions shouldcorresponding critical parameters. This feature is also char-
survive even in a narrow poré>* These surface transitions acteristic for various other theoretical approaches which use
should belong to the 2D universality class® The presence a mean-field approximatiof? =2
of surface transitions results in a rich phase behavior of con-  The limitations of the above-mentioned theoretical ap-
fined fluids, so several coexistence curves could be expectggtoaches in general may be avoided in computer simulations.
in the temperature-density plane. Monte Carlo simulations in the grand canonical ensemble

The main(“bulk” ) liqguid—vapor coexistence curve of a (GCMC) allow to obtain adsorption isotherms of fluids in
fluid in a pore could be significantly distorted by surfacevarious pores and to locate the equilibrium phase transition
transitions. Due to the presence of layering or prewettingrom the equality of the grand thermodynamical
transitions the liquid—vapor coexistence curve becomes napotential’®4°-52as already described above. Another method
rower and the critical density is shifted to higher values withto locate equilibrium phase transitions based on adsorption
respect to the bulk. The formation of a wetting layer in aisotherms was proposed recenthit is based on the simu-
vapor phase along the liquid—vapor coexistence curve malation of the complete isotherm, including unstable states and
distort its shap&® The special critical behavior in a surface subsequent use of the Maxwell rule to locate the equilibrium
layer” may also influence the shape of the liquid—vapor cophase transition. This method, however, is based on the as-
existence curve of a confined fluid. A so-called normal transumption, that a small size of the simulation box provides
sition is expected in the surface layer of a semi-infinite fluidhomogeneity of a fluid in an unstable state. GCMC simula-
near the substraf¥.The decrease of the local order param-tions may also be used to locate a phase transition by a
eter in a surface layehp; with increasing temperature histogram-reweighting methad:>® To obtain the coexisting
should follow the power lawAp;~(T—Tzp)?" %, wherea  densities in the GCMC ensemble, extended simulations are
~0.1is a critical exponent. In magnetics a so-called ordinarnynecessary to achieve a reasonable accuracy. That is why only
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a few coexistence curves of confined fluids with only a fewcific critical behavior in surface layersto check theoretical
temperature points were obtained in such a way. predictions for the shift of the critical parameters due to the

A direct equilibration of two coexisting phases may beconfinement. Such an analysis requires detailed knowledge
obtained by simulation of both phases in one ljaith ex-  of the coexistence curves, obtained by appropriate methods.
plicit interface or in two boxegwithout interface. The first  In the present paper we report the coexistence curves of wa-
way seems to be the simplest at first glance. The densities ¢ér in various pores, obtained by GEMC simulations. A de-
the coexisting phases could be defined as average densitiedled analysis of the influence of confinement and surface
of the phases far from the interface, or from block densityeffects on the coexistence curves will be given in our next
distributions® at various temperatures and averaged densipaper.
ties. The density distribution shows a single maximum if the
fluid .is in a one-phase statg or qu maxim.a, if two-phaseil_ SIMULATION METHODS
coexistence occurs. The main limitation of this method is the
necessity to use an extremely large system size and the pres- TIP4P watet! was simulated in cylindrical pores with
ence of interfaces. This drastically extends the time neededhdii Rp from 12 to 20 A and in slitlike pores of widthlp
for the simulations. Therefore, this method was not widely=24 A. A spherical cutoff of 12 A(oxygen—oxygen dis-
applied(for the single example see Ref.)18 tance for both the Coulombic and Lennard-Jor&d) parts

Another direct method to simulate the coexistence curvef the water—water interaction was used. In accord with the
of a confined fluid is the Gibbs ensemble Monte Carlooriginal parametrization of the TIP4P model, no long-range
(GEMC) simulation®’~%% In this ensemble, two phases are corrections were included. The interaction between the water
present in two separate simulation cells and phase coexistolecules and the substrate was described (8+3 LJ po-
ence is achieved without interface. The main difficulty of thetential:

GEMC method is the necessity to provide an essential num- _ 9 3

ber of molecular transfers between the simulation cells. Be- Uw-s(r)=el(ofr)"=(o/0)7], @
sides, equilibration of the pressure in the two cells requires #herer is the distance from the water oxygen to the pore
continuous variation of the cell volume, while preservingWwall. The parameter was fixed at 2.5 A, whereas the pa-
periodic boundary conditions. This means, that simulation§ametere varied in order to change the well-defth of the

in the GEMC are restricted to pores of simple geometry andotential(2) from —0.385 to —7.70 kcal/mol. The average
smooth fluid—substrate potenti%pp"caﬂon of the GEMC water denSity in the pore was CaICUIatEd, aSSUming that the
to random porous mediacontradicts the application of pe- Water occupies a pore volume until the distancé2
riodic boundarie$_ =1.25 A from the pore wall.

The presently available coexistence curves of confined In the simulations of bulk TIP4P water a spherical cutoff
one-component fluids with continuous interaction potentialsOf 8.5 A for the intermolecular interactions and long-range
obtained from theoretical approaches and computer simul&orrections for the LJ interactions were used.
tions, allow the conclusions, that the critical temperature ofa. Molecular transfers in the GEMC simulation
confined fluids decreases with decreasing pore size and i o i 5
strengthening fluid—substrate interaction. However, the A MC simulation in the Gibbs ensemble® allows to
available simulation data are not sufficient for a quantitative?chieve direct equilibration between two coexisting phases.
analysis and test of the theoretical predictions. The only at] "€S€ aré simulated at a given temperature simultaneously in
tempt to analyze the shift &f caused by the confinement of two S|mulat|0|j cells.. Equality of .the. chemical potentials in
a continuous fluigf suffers from a low accuracy of the data 20th Phases is achieved by periodic transfers of molecules
and an inappropriate way to estimatg. A shift of the criti- from one box to the other one. A low probabll!ty. of success-
cal density and narrowing of the two-phase region due to théUI molgcular transfers betwegn the. two co.eX|st|ng phases is
confinement is usually observed. However, the origin Ofthe main problem in GEMC simulations; this determines the

these effectgthe influence of surface transitions, a specific!'m'ts of its applicability. The problem of molecular transfers

critical behavior of surface layers, density variations near th%ncreasgs dsha:plyr/]_wr:tlh mgreilstlng _oletnSItyt,_ Iowel_rllnghte?pera-
pore wall, or simply ambiguities in the definition of the av- buredz_in due to :g Iy orientate 'dm et;f.lc lonzl ke ny¢ rogiﬁn
erage fluid density in porgsemains unclear. The shape of onding in water. Below we considerthis problem, using the

the coexistence curves of liquid—vapor transitions, as well agalculatlon of the chemical potential of bulk liquid water at

layering and prewetting transitions of confined fluids wereamb_l'_(:]r:at g?}gg't'og.sss.sbatnoixar?g;e'of ater molecules in
not analyzed yet, with the exception of a recent study of g "\ gg’T_'SO'OLI‘(' anﬂo ) cvr;/f3 o (Llj) ofl
fluid in a narrow slitlike porgRef. 55. q = p=1g P1

. . , water molecules, randomly inserted in liquid water at the
The goal of our study is to analyze in a systematic wa oo . : I
9 y y y Ysame conditions (81C® insertions, are shown in Fig. 1

the influence of pore size, shape, and fluid—substrate intera?— 0 .
tion on the fluid coexistence curves in pores of simple geom_curvespo andp,(a)]. Only 4.8% of the randomly inserted

. . . . ieb< . i-
etry and smooth fluid—substrate interaction. We intend tomolecules have energieb< 40 kcal/mol. The excess chemi

) . " . cal potentialu, Of the water molecules may be determined
study layering and prewetting transitioftheir appearance, X : . L
N . from these distributions using the overlapping distribution
their critical parameters and the shape of the coexistence 364
T . method®
curve), to analyze the shape of the liquid—vapor coexistence

curve (influence of the formation of wetting layers and spe- e, =U+kTIn(py(U)/p,(U)), 2
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FIG. 2. Estimation of the excess chemical potengia) of liquid TIP4P
water by the overlapping distribution method. Lower panel, particle inser-
tion f1(U) and particle deletioriy(U) functions. Top panel, fittinge.,(U)

by Eg. (3) (dashed ling wue=—6.00+0.08 kcal/mol in the interval
—9 kcal/mok U < — 6 kcal/mol.

FIG. 1. Energetic probability distributiop, for molecules in liquid water at
T=300K andp=1 glcn?. Energetic probability distributionp; for mol-
ecules randomly inserted in liquid water at the same conditiastotal
distribution; (b) distribution for molecules with criterium | for shortest in-
teratomic distances(c) distribution for molecules with criterium Il for
shortest interatomic distances. See text for the details.

probability of the molecular transfer must be corrected by
or, defining a particle insertion functiofy(U)=In(p,(U))  multiplying with a correction factor, which is equal to the
—U/2kT and a particle deletion functiofy(U)=In(py(U))  probability to find at random a molecule with an enetdy
+U/2KT, >Uc. This correction factor may be obtained from the full
probability distributionpg(U). As this distribution depends
Hex=KT(fo(U)=T4(U)). 3 on the water density, which is not constant during a GEMC
The accuracy of the obtained valye, depends on the simulation, a density dependent correction facteithin in-
energy interval, where both functions may be determinedtervals of 0.01 g cm®) was calculated as running average in
Although nonzero values of bothy(U) andf;(U) distribu-  the course of the simulation. At temperatures around 300 K
tions were found in the range—15 kcal/mokU andUc= —14 to —12 kcal/mol, the value of the correction
<0 kcal/mol (Fig. 2), the statistically important interval of factor for liquid water is about 0.01. Despite the low value of
overlapping distributions is about—9.0 kcal/mok U the correction factor and the necessity to calculate the ener-
< —6.0 kcal/mol. Fitting of the data to E@2) in this inter-  getic probability distribution, this technique improved the ef-
val gives the valueu.,= —6.00+0.08 kcal/mol(Fig. 2, top ficiency of molecular transfers at temperatures below 350 K
panel, dashed lineThis value is in a good agreement with essentially. At higher temperatures the use of this technique
available simulation results for the chemical potential ofdid not improve the efficiency of the molecular transfers and
TIP4AP water at the same temperature, obtained by othdrad no noticeable effect on the results.

methods (—5.9 kcal/mol®® —6.06 kcal/mof® —6.2 When attempting a molecular insertion, at first, the
kcal/mol®” —5.97 kcal/mof® —6.02 kcal/mof® —6.11  shortest interatomic distanceB3°, R, andRE ™) be-
kcal/mol©). tween the atoms of the inserted molecule and the atoms of

Random selection of a molecule in the dense liquidthe nearest molecules were calculated. If at least one of these
phase for removal results in numerous unsuccessful attemptistances is shorter than some chosen cutoff vaR@_\‘?,
to transfer it into the other phase: on average the molecul®2~", andR%™), the new configuration is rejected immedi-
had a low energy in the initial box, whereas the probability toately without further calculations. This procedure in principle
obtain a comparable energy after its insertion is negligiblyalso requires a correction of the acceptance probability of a
small (see the tiny overlap in Fig.)1Choosing highly ener- new configuration by a correction factor, which depends on
getic molecules for deletiofifor example, molecules with the probability to find at random a proper configuration. In
energies, exceeding some critical vallg, see shadowed liquid water at a temperature of about 300 K configurations
area in Fig. 1 may improve the probability of a successful with R9™°<2.35 A, R9H<1.40 A, orRE™"<1.30 A (crite-
transfer. Such a choice is not random and the acceptancaim |) are never observed in equilibrated systems during
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" " T T efficiency of the GEMC simulations at temperatures essen-
5 ] tially below 300 K.

A molecular transfer in the GEMC simulations com-
prises deletion of a molecule in one box and its simultaneous
insertion in the other box. Combination of the techniques,
described above, allows to increase essentially the number of
successful transfers. This provides much faster equilibration
of the system and allows to study low-temperature and high-
density regions.

probability

B. Determination of the coexistence curves of water
by GEMC simulations

As the densities of the coexisting phases may differ es-
sentially (especially at low temperatunegheir initial vol-
umes were chosen to have a sufficiently large number of

15 2 25 3 molecules in both phases to obtain reliable results. The mini-
/A mal pore volume used for the liquid phase corresponds to a
cylindrical pore with the length Ry and to a slitlike pore
FIG. 3. Probability distribution of the shortest interatomic distarRgs®, with an extension equal to the widthp in the periodically
RS™, andRy™ between ?T?Watef molecule and its nearest neighbors in bulksontinued directions. Thus, the length of the narrow cylindri-
Which are excluded from melecutar inseron atiompts by crerm 1. G2 POTES with water vapor attains extremely large values at
low temperatures and approaches the length of the pore with
the coexisting liquid phaséof about 16 A) at higher tem-
peratures. The total number of water molecules in the two
long-term MC simulationgsee Fig. 3and so using criterium simulation cells varied from 400 molecules in the smallest
| for the rejection of a new configuration does not require apore to 2700 in the largest one. The minimal number of
correction of the acceptance probability. The energetic probwater molecules in the vapor phase was about 10 to 30 at
ability distribution for molecules inserted in liquid water us- low temperatures. For the simulation of bulk water the num-
ing criterium 1, is shown in Fig. 1, curve (b). Application of ~ ber of molecules in the vapor phase varied from 50 to 200
criterium | reduces the number of configurations, which de-molecules, and in the liquid phase from 200 to 350 mol-
mand energetic calculations, to 2.75% of the initial value ancecules.
has no effect on the value @f,, obtained by the overlapping Equality of the pressures in both phases is achieved by
distribution method. random changes of the volumes of the simulation boxes. This

A further increase of the critical distances allows to re-procedure can be easily implemented in the case of cylindri-
duce essentially the energy calculations. The interatomic cutal and slitlike pores with smooth water—pore interaction.
off distances RS °=2.60A, R2"=1.60A, and REi™"  The maximal possible change of the pore volume was chosen
=1.80 A (criterium Il), used in the present simulations, were to provide an acceptance probability of such moves of about
chosen empirically and are shown in Fig. 3. The energeti@0% to 50%.
probability distribution for molecules, inserted by using cri- One GEMC simulation step contains 500 to 2000 at-
terium 11, is shown in Fig. 1, curve, (c). Application of  tempts to displace and rotate molecules in each simulation
criterium 1l reduces the number of configurations, which de-cell with an acceptance probability of about 40% to 50%,
mand energy calculations, to 0.43% of the initial number.one to two attempts to change the volumes with an accep-
The value of ue,= —5.86=0.08 kcal/mol, obtained by the tance probability of 40% to 50% and a seried\pf attempts
overlapping distribution method with criterium 11, is slightly to transfer molecules between the two simulation cells with a
depressed compared to the correct valug,=—6.00 probability of 10% to 30% for a successful transfer within
+0.08 kcal/mol. To restore the correct valpg,, in a first  this seriesNy, varied from only a few attempts to more than
approximation the energetic probabilipy has to be multi-  10° attempts, depending on temperature and pore parameters.
plied by a correction factor equal to the fraction of moleculesTypically from 10 to 1 steps were necessary in a GEMC
in liquid water, which satisfy the chosen criterium for short- simulation to get equilibrium between the two phases and a
est interatomic distances. Use of criterium Il gives the corsimilar number of steps was used to collect the data and to
rection factor 0.85, which restores the correct valueobtain the densities of the coexisting phases. The total num-
Mex= —6.02+0.08 kcal/mol. Note, that such an approach isber of successful transfers was typically aboulN1@arying
valid only when the statistically important high-energy tail of from 2N in large pores and low temperatures to B0
the energetic probability distributigny, may be restored by a small pores and high temperatures, whrie a total number
single correction factor, and it may fail for larger interatomic of molecules in the two simulation cells.
cutoff distances. In the GEMC simulations running averages An advantage of the GEMC method is the fact that the
for different water densitieéwith steps of 0.01 g/cth were  simulations may be started without knowledge of the densi-
used to increase the accuracy of the correction factor for thées of the coexisting phases. Using vaporlike and liquidlike
insertion. This technique allowed to improve noticeably thebulk water densities is a natural choice for the initial con-
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FIG. 4. Variation of the number of molecules, pore length and density of the

liquid phase in the course of a Gibbs ensemble simulafien300 K, Rp .. . . .
—12 A, U= —4.62 kcalimol. The critical density was estimated as the average density of

the two coexisting phases a&=T) .

i ) ) ) C. Determination of two-phase coexistence
figurations. To locate the two-phase regions in thefom block density distribution

temperature-density plane, for a given temperature several o )
average water densities of the total system were used as a N theé GEMC method the coexisting phases are simu-
starting point. A typical density variation during the equili- lated without epr|C|t_ interface. Practically, in cylindrical .
bration process in the GEMC simulation is shown in Fig. 4.P0res phase separation occurs as a sequence of alternating
In some cases during the equilibration process the averadiPmains of coexisting phases and therefore the absence of
density was adjustetby changing the total pore volumeo exphcﬂ interfaces in the Glpbs gnsemple may Ieaq to devi-
have a sufficient number of molecules in both phases. Whefiting results of corresponding simulations, especially when
approaching the critical temperature, the density interval belocating the pore critical temperature. In order to estimate
tween the two phases shrinks, and therefore several values B¥S €ffect, we simulated water in a lengthy hydrophobic cy-
the average density in the two cells were used in independefifdrical pore Up=—0.39 kcal/mol,Rp=12 A, L =300 A,
simulation runs to locate the coexistence or to prove its disN=794). The average water density 0.218 g 8”1"35 cho-
appearance. sen close to the critical _denS|t_yJC=0.23Sgcm , egtl—
Close to the critical temperature, the fluids in the two™Mated from the GEMC simulations. For the analysis, the

simulation cells may start to exchange their identities. InPOré was divided along the axis into 30 subsecti@isl0 A
such a case, phase separation may take place within one gth eachand the density distributions were extracted ev-

both cells, which results in the formation of long-lived inter- €Y 1000th MC move and averaged ovex 10° to 3x10°

faces. This effect is especially pronounced in lengthy cylin-configurations for various temperatures.

drical pores due to the small cross section of the interfaces

and so special attention was paid to the homogeneity of thg|. RESULTS
fluids along the pore axis. We restricted our simulations of
the coexisting densities to temperatures, where no exchan
of identity between the simulation cells was observed. So, To test our techniques for the transfer of molecules, we
we determined two characteristic temperatur€gs:is the  simulated the liquid—vapor coexistence curve of bulk TIP4P
highest temperature, where coexistence of two different denwater. The obtained liquid—vapor coexistence curve is pre-
sities is surely observed; is the temperature where two- sented in Fig. 5. For comparison the results of other
phase coexistence was definitely absent. In the temperatusémulationé'~"®are also shown. The deviations of our curve
interval betweenr, and T, exchange of the identities be- from the other results at high temperatures may be attributed
tween the two simulation cells prevents a clear conclusiomainly to different ratios of the numbers of water molecules
about the phase coexistence, based on the GEMC simulatiom the coexisting phases. The use of essentially less mol-

. Coexistence curve of bulk water
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ecules in the vapor phase in comparison with the liquid T
phase results in a shift of the top of the coexistence curves s00| & % ',/’_3‘85kcal/mol ™
towards lower densitie€. 00 f °L N ;

Using our efficient techniques for the molecular transfers o N I R I
allowed us to achieve an essential number of successful & 306 | o o § '.'g g
transfers &10%) even afT =125 K. An extension of the co- 200 | o 0m9keamo o | 5 ° %
existence curve in the supercooled region evidences a water
density maximum _arounc_zl 250 K, in agreement with the re- 00 g} —— ‘
sults of NPT simulations of TIP4P water at low 8 o | ~462 keal/mol .
temperature$’ "8 From 225 to 125 K the density of the lig- = 400 | ¢ ol M
uid increases again. Below 125 K molecular transfers be- 2 300 z Oo NS 3 .r“ﬁ 99 ",
tween vapor and liquid are still possible, but the time neces- ° o |3 EY
sary for reliable equilibration increases drastically. 000 N .

The melting temperature of model TIP4P ice is about 100 ~1.93 keal/mol : .

238 K.? In our simulations the dense water phase remains JEREEEE PEEREEE
liquidlike or glasslike and does not show long-range order at s00 | \ "//—7.70kcal/mol

all studied temperatures. We may assume, that<a238 K < 2 By ;’

this phase is metastable with respect to crystallization. Note, & 400 f A '. 2 0o
that freezing of bulk water in computer simulations was 300 | o o' |8 e 302
achieved recently, but at negative press@feshereas in our 200 g °0 : O
simulations supercooled water is in equilibrium with the va- 3,08 keal/mol : :

por phase.

The critical parameters of the coexistence curve were 0 02040608 1 0 02040608 1
estimated from a fit of the simulated data in the temperature plgem™ plgem™

interval above 300 K to extended scaling laws for the order

arameten\ p= _ 120~ and the diameterd + /2 FIG. 6. Coexistence curves of water in cylindrical pores with radgs
P p=(p=p.)l2pc At po)I2, =12 A and various strengths of water—substrate interaction. The values of

Ap= BOT'B(1+ B, TA), (4) the interaction well depttJ, are shown in the figure. The dashed curve
represents the coexistence curve of bulk TIP4P wiiy. 5).

(p1+py)2=pc(1+A T+ A7), (5
where 7=(T¢c—T)/Tc. B=0.326 andA=0.5 are the uni-
versal critical exponents for the Ising modBly=2.33,B,
=—-0.24, A;=1.58, A,=-1.00, pc=0.330gcm?3, T¢
=580.2 K are obtained from the fitting procedure.

decreases faster than in the pore center. A similar behavior
for hydrophobic cylindrical pores was reported in our
papert!

Strengthening the water—substrate interaction fldm
= —0.39 kcal/mol toUy=—3.08 kcal/mol does not cause
B. Evolution of the coexistence curves of water the appearance of new phase transitions. The critical tem-
with strengthening water—substrate interaction peratureT ¢ of the single liquid—vapor coexistence curve de-

The coexistence curves of water in cylindrical pores with
radius Rp=12 A and various strengths of the water—
substrate interaction are shown in Fig. 6. The critical param-
eters and the shape of the coexistence curves change drasti-
cally with strengthening water—substrate interaction.
Moreover, at some level of pore hydrophilicity, the coexist-
ence curve splits into two or three two-phase regions. In all
studied systems the dense water phases remain liquidlike or
glasslike even at the lowest temperatures, i.e., they do not
show long-range order. As discussed above, we cannot ex-
clude that these are metastable states with respect to crystal-
lization.

In the hydrophobic porel{y=—0.39 kcal/mol, Fig. &
the densities of the vapor and liquid phases of the single
coexistence curve approach each other with increasing tem-
perature faster than in the bulk case, mainly due to the de-
crease of the liquid phase density. For illustration, snapshots
of the water molecules in the coexisting vapor and liquid
phases in a hydrophobi¢Jo= —0.39 kcal/mol) slitlike pore
with Hp=24 A are sho.vvn. in Fig. 7. This flgure.ev!dences., FIG. 7. Arrangement of the water oxygens in the coexisting liquid and
that the density of the liquid phase decreases with increasingpor phases in a hydrophobic slitike pore with,=24 A and U,
temperature nonuniformly: the density in the surface layer=-0.39 kcal/mol.(a) T=200 K; (b) T=400 K; (c) T=530 K.
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TABLE |. Estimated critical parameters of water in pores. The critical temperature of each phase transition is located Betitwehighest temperature
where coexistence of two phases was observedTdndhe lowest temperature where mixing was observed during the GEMSpgiisthe mean value of
the densities of the coexisting phasesatTt.

Transition Pore size, A Ug, kcal/mol T, (K) TY, K pc, gem®

Cylindrical pores

Liquid—vapor Rp=12 —0.39 520 550 0.2380
Liquid—vapor Rp=12 -1.93 515 525 0.2486)
Liquid—vapor Rp=12 —3.08 460 470 0.4286)
Prewetting Rp=12 —3.85 390 400 0.33293
Liquid—vapor, “inner” water 300 315 0.8602)
First layering Rp=12 —4.62 400 405 0.2394)
Second layering 325 340 0.66QL5)
Liquid—vapor, “inner” water 325 340 0.8615)
First layering Rp=12 -7.70 355 360 0.2422)
Second layering 325 335 0.66711)
Liquid—vapor, “inner” water 350 360 0.9234)
Liquid—vapor Rp=15 —0.39 525 545 0.1982)
First layering Rp=15 —4.62 400 405 0.1935
Second layering 300 320 0.6485)
Liquid—vapor, “inner” water 350 360 0.9194)
Liquid—vapor Rp=20 -0.39 535 545 0.1620)
First layering Rp=20 —4.62 400 405 0.11Q7)
Liquid—vapor, “inner” water 480 485 0.7946)
Slitlike pores
Liquid—vapor Hp=24 -0.39 535 545 0.1822)
First layering Hp=24 —4.62 395 400 0.1237)
Second layering 315 325 0.429(6)
Liquid—vapor, “inner” water 450 460 0.7380)

creases from about 535 K f&fy,= —0.39 kcal/mol to about
465 K for Ug= —3.08 kcal/mol, while the critical density
increases frompc~0.24gcm 3 to pc~0.43gcm 3, re-
spectively(see Table)l These changes are accompanied by
strong changes of the shape of the coexistence curve. The
analysis of the water density profiles along the pore radius
(Fig. 8 shows the appearance of two water layers near the
pore wall. In the pores witlJ, lower than about-1.5 kcal/

mol this layered structure remains pronounced in the liquid
phase even at the highest temperature, at which the liquid—
vapor coexistence was obtained. The flattening of the top of
the coexistence curve with strengthening water—substrate in-
teraction up tdJ,= — 3.08 kcal/mol, may be attributed to an

approach of the system towards two dimensionality due to \

l1gem™

p, 1long dash

development of a layer structure of liquid water near the pore
wall.*

At the water—pore interaction strength ofJ, Kbttt
= —3.85 kcal/mol the coexistence curve splits into two co- L
existence regionéFig. 6). Snapshots of the water molecules i

in the coexisting phases in such a pdfey. 9) show, that one
of the transitions[pairs of solid circles in Fig. 6 afl s s s .

=250 K and snapshots in Fig(8#] is a transition from va- 12 10 8 6 4 2
por to a state, consisting mainly of two water layers near the
pore wall and therefore it may be identified as a prewetting
transition. Another transitiofpairs of open circles in Fig. 6 FIG. 8. Density profiles of the liquid—water phase in the cylindrical pores
at T=250 K and snapshots in Fig.(tQ] corresponds to a With Rp=12 A (highest density equilibrium line in Fig.)6r:0,'pore wall;
r=12 A, pore center. The strength of the water—substrate interaldtign

liquid—vapor phase transition in the interior of a pore with aincreases from bottom to the top and corresponds to the pores, shown in Fig.

wall, which is already covered by two'we}ter layers. In theg, These profiles were calculated for the highest temperaftiravhere
low-temperature regionT(< 250 K) only liquid—vapor coex- two-phase coexistence was observed in the simulafiezes Table )L

=]

r' A
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FIG. 9. Arrangement of the water oxygens in coexisting phases in the cy- 300 [ o e ®sm 0 O | & eu wo o
lindrical pore withRp=12 A andU,= — 3.85 kcal/mol(Fig. 6). (a) Prewet- I P A e 2
ting transition afl =250 K; (b) liqguid—vapor transition of “inner” water at LI . .
T=250K; (c) liquid—vapor transition aT =200 K. 200 o y : :
* L]
100 | » .
istence was opserve[&lg. 9Ac)], that may suggest theﬁgms— YRR I T YT
tence of a triple point aff~250 K and p~0.8 gcm °, B ,
where vapor, water bilayer, and liquid phase coexist. p/gem p/gem
Furt_her strengthening of the water—substrate InteraCtIOEIG. 11. Coexistence curves of water in hydrophilic pores with
results in the appearance of three two-phase redieigs 6, = —4.62 kcal/mol.(a)—(c) cylindrical poresyd) slitlike pore. Pore sizes are

Uo= —4.62 kcal/mol andJ,= —7.70 kcal/mol). The origin indicated in the figure.

of the observed three phase transitions in the hydrophilic

pores is clearly seen from Fig. 10, where snapshots of water

molecules in a slitike pore withd,=—4.62 kcal/mol are of water in quasi-two-dimensional systems. The third transi-
shown (similar figures were obtained also for cylindrical tion corresponds to a liquid—vapor transition in the inner part
pores. The first and the second transitions in Fig. 6 corre-of the pore[Fig. 10(c)]. The critical temperature of the first
spond to the firsfFig. 10a)] and secondFig. 10b)] layer-  layering transitionT, ; decreases from about 400 K to about
ing transitions, respectively, i.e., to liquid—vapor transitions355 K, when the water—substrate interaction strengthens
from Uy= —4.62 kcal/mol toU,= —7.70 kcal/mol(see Fig.

6 and Table ).

The location of the second layering transition
shows, that in a small hydrophilic poréFig. 6, Ug
=—4.62 kcal/mol) there may exist a triple point with the
first layering transition(in this case the one-layer phase of
the first transition is metastable with respect to the denser
phases al <200 K), alternatively, the second layering tran-
sition may show re-entrant behavfor.

C. Coexistence curves of water in hydrophilic pores

When the size of the hydrophilic pore increagés.
11), the coexistence region, which corresponds to the first
layering transition, becomes narrower, simply due to the
lower fraction of the water monolayer with respect to the
éééi% p total pore volume. The critical temperature of the first layer-
‘ g0 ing transition practically does not vary with changing pore
o %@O P %% & SR . . i ",
@ﬁmwgﬁ mm@©g% size and shapéFig. 11, Table ), but is sensitive to the
G, 10, A  of wat _ i o i the hvd strength of the water—substrate interacti{éig. 6, Table ).
. 10. Arrangement of water oxygens in coexisting phases in the hydro : :
philic sltike pore with Hp.= 24 A andU— —4.62 kcallmol. (2 First lay- | 'c S1aPe Of the coexistence curve, which corresponds to the

ering transition{b) second layering transitioitc) liquid—vapor transition of ~ fIr'St Ia_yering_ transitior), is close to_ the 2D lIsing behaffor
the “inner” water. and will be discussed in more details in the subsequent paper.

Downloaded 07 Oct 2004 to 129.217.216.20. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



1968 J. Chem. Phys., Vol. 120, No. 4, 22 January 2004 Brovchenko, Geiger, and Oleinikova

T/K e LT two phases Te one phase

500 >O o 500K 530K 540 K 600 K
, feie o 8o

400

300 r o o

< - oy
o
0000000 OOAO{DO(XJ()%‘
QO

200 o R,=12A o

T/ K IR

500

400

300

OOOOOO*OOOOOQOOOO
o

OOOOOOOOOO—OOO%
o

(o]
o
Q
o o
el o
o o
200 R,=15A . H,=24A o

02 04 06 08 1 0 02 04 06 08 1

<>

%

2

-3 -3
p/gem o/ g cm FIG. 13. Arrangement of water oxygens in a hydrophobic cylindrical pore

FIG. 12. Coexistence curves of water in hydrophobic pores withVith FadiusRp=12A, IingthL:_300 A, Uo=~0.39 kcal/mol and average
densityp.=0.218 gcm *° at various temperatures.

Uo= —0.39 kcal/mol.(a)—(c) cylindrical pores;(d) slitike pore. Pore sizes

are indicated in the figure.
highest observed temperatufgee Sec. Il B in the larger

pores it is possible to observe coexistence at higher tempera-
The second layering transition shrinks and disappears witture than in the smaller ones. Besides, different ratios of the
increasing radius of cylindrical pores. The shape of the cornumbers of molecules in the liquid and the vapor phases in
responding coexistence curve cannot be analyzed. Thdifferent pores may also cause this effétt.
liquid—vapor transition in the interior of the pore becomes  To check the reliability of the GEMC simulations, we
dominant with increasing pore size: its critical temperatureperformed a simulation of water in a lengthy hydrophobic
increases strongl§Fig. 11, Table ). In the narrow cylindrical  pore U= —0.39 kcal/mol,Rp=12 A, L=300 A) at an av-
pores Rp=12 A andRp= 15 A) we can only approximately erage densityc=0.218 gcm® and different temperatures.
locate the corresponding two-phase region, whereas in th&napshots of the water molecule distribution in such a pore
larger pores(cylindrical pore withR=20 A and slitike at various temperatures are shown in Fig. 13. Liquid and
pore with Hp=24 A) the liquid—vapor coexistence curves vapor domains are clearly seen at temperatdre$30 K.
were obtained with essentially higher accuracy. Note the spédvith increasing temperature the interfaces between the do-
cific shapes of the coexistence curves in the two latter cases)ains become less pronounced and above some temperature
which will be discussed in Sec. IV. (about the pore critical temperatuiig.) the fluid structure
becomes homogeneous along the pore axis. To locate the
) _ ) pore critical temperature more accurately we calculated the
D. Coexistence curves of water in hydrophobic pores water density distributions, shown in Fig. 14. Distributions
In the hydrophobic pores the size has not such a strongith one maximum, indicating a one-phase state, are ob-
effect on the coexistence curvéSig. 12, as in the case of served at high temperatures, whereas distributions with two
the hydrophilic pores. The pore critical temperatlize for ~ maxima, indicating a two-phase state, appear below a tem-
all four simulated hydrophobic pores is about 530-540 K,perature of about 530-540 K, in good agreement with the
and a change with increasing pore size cannot be detectgdsults of the GEMC simulation@~ig. 12, Table ). Note,
within the accuracy of our simulations. The estimated valueshat due to the limited length of the simulation runs, the
of the critical densityp in the hydrophobic pores are found snapshots shown in Fig. 13 do not represent the equilibrium
essentially below the bulk valuéTable ). In cylindrical  length of domains at low temperatures, which should be es-
pores pc decreases with increasing pore radi&ble ). sentially longef?
This effect cannot be explained by an ambiguous choice of
the volume, occupied by the water in the pore. Probably it idV- DISCUSSION
connected with the estimation of the critical density as the  The presented coexistence curves of bulk and confined
average value of the densities of the coexisting phases at tiveater were obtained by Gibbs ensemble Monte Carlo
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most detailed simulation study of the coexistence curves of a
confined fluid. A large variety of coexistence curves is ob-
served, in agreement with theoretical predictions of a rich
phase behavior for confined fluids. The number of phase
transitions in pores varies from a single liquid—vapor coex-
istence to three two-phase coexistence regions. Thus, from
one to three critical points were found in nanopores. The
nature of each observed phase transition was investigated by
analyzing density distributions and snapshots of the molecu-
lar arrangements. We observed five kinds of phase transitions
in pores: two kinds of “bulklike” liquid—vapor phase transi-
tions (with a wall covered or not covered with two water
layers and three quasi-two-dimensional liquid—vapor sur-
face transitions(first layering transition, second layering
transition, and prewetting

Generally, two-phase regions occupy the largest part of
the density range at ambient and close to ambient tempera-
tures, leaving little space for one phase states of the fluid.
This means that the two-phase state is the most probable
state of fluids in incompletely filled pores. In cylindrical
pores and porous materials with low porosity, phase separa-
tion appears as alternating domains of two distinct coexisting
phases and this is the most probable state of water at ambient

probability

0 02 04 06 02 04 06 temperatures. Variation of the degree of pore filling within
S 4 the density range of a coexistence region causes a redistribu-
p/gem p/g cm tion of the pore volume between the two phases only, with-

FIG. 14. Water density probability distributions in a hydrophobic cylindrical OUt affecting the' structure O'f each phase itself. Th.is fact

pore with radiusRp=12 A, lengthL =300 A, U,= —0.39 kcal/mol and av-  Should be taken into account in the treatment of experimental

erage densityc=0.218 g cm ® at various temperatures. data obtained in partially filled pores, where usually a one-
phase state is assumed, i.e., that the pore wall is covered

) ) ) ) ) homogeneously by a liquid film with a thickness, estimated
simulations>” %2 which remains the most direct and accurate 88 -
' from the level of pore filling® Such an assumption may

method to locate phase coexistence in a wide range of te
perature and density. We used efficient techniques for m
lecular transfers, that essentially extend the applicability o

the GEMC simulations towards denser phases and lowgf o ¢, incompletely filled poré8 may frequently deal

temperature&-% The reliability of these techniques was _ . . . )

. : . with states in the two-phase regions or with unstable states.
confirmed by calculations of the bulk water chemical pOten_The simulation of unstable states is quite possible if the sepa-
tial. In addition, the densities in the vicinity of the density q P P

. N . . . ration of the fluid into two phases is hampered by a small
maximum neaiT =250 K, as obtained from our simulations svstem size and/or a short time of simulation
of the bulk fluid coexistence curve, are in agreement with y A onézphase state of a Iconfinedl fILLJJid ! us‘ually vapor or
results from NPT ensemble simulations at atmospheric. =~ . o ) '
pressuré’-’® Moreover, the pore critical temperature esti-(f'qu'd’ is obgerved in eqqlhbrlum with a sgturated bylk. The
vapor state is observed in weakly attractive pdiespillary

mated from a GEMC simulation agrees with an estimation, i o : )
obtained from block density distributions. evaporatiof, whereas the liquid state is observed in strongly

Our transfer techniques allowed to achieve extremelypltractive pores (capillary con(jensatioﬁz‘84v91 It was
low temperaturegdown to 125 K of the simulated liquid— sh_own, that cap!llary cqndensanon of water occurs in cylin-
vapor coexistence of bulk water. A sufficient number ofdrical pores with radiusRp=12A, when the water—
transfers between the vapor and the liquid phase in the Gibisi/bstrate interaction is stronger theig~— 1.0 kcal/mol™
ensemble MC simulations provides a reliable sampling of théAmong the pores, analyzed in the present paper, all pores
configurational space dimetastablgliquid water, which is ~ With Uo=—0.39 kcal/mol are expected to show capillary
unachievable by other methoésolecular dynamics or ca- €vaporation in equilibrium with bulk water. Only one coex-
nonical MC ensemblgs Therefore, the use of Gibbs en- istence regior{liquid—vapo) is observed in such pores. All
semble MC simulations is a promising way to study superother considered pores show capillary condensétiamd
cooled liquids(for its application to low temperature ST2 one, two or three phase transitions are observed. The most
water, see Ref. §7 typical porous materials studied experimentally show capil-

We have simulated coexistence curves of water in nankary condensation, and so the possibility of multiple phase
opores of different shapes, sizes, and strengths of watertransitions should be taken into account for a correct inter-
substrate interaction. To our knowledge, this collection is thepretation of the experimental data. Note the recent experi-

Meause apparent contradictions in the treatment of experimen-
al data®® A dominance of two-phase coexistence over one-
hase states indicates that M@r MD) simulations per-
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mental indications on the possibility of two fluid—fluid tran- density range, then the first layering transition. In cylindrical
sitions of nitrogen in cylindrical pores. pores there is an obvious geometrical reason for such an

Only one transition(liquid—vapo) is observed in the effect: the fraction of molecules in a layer depends on its
pores with weak and moderate strength of water—substrawistance from the pore axis. However, the phase diagram for
interaction (Ugo=—0.39 kcal/mol, Uy=—1.93 kcal/mol, the slitlike pore(Fig. 11 and the density profilegFig. 8
andU,= —3.08 kcal/mol, see Fig.)6The shiftAT. of the  show an additional reason: the local density in the second
critical temperature in these pores with respect to the bullkayer is significantly lower, then in the first one. The critical
valueTjp varies from 0.0T3p to 0.2073p in this range of a  temperature of the second layering transitign is always
water—substrate interaction. This means, that may in-  lower then the critical temperature of the first layering tran-
crease by a factor of 3 due to a strengthening waterssition T,; and is located betweerT ,~0.54T;; and
substrate interaction, in agreement with theoretical0.59T;5. A similar behavior was found by density functional
estimationg® Note, that a further weakening of the water- calculations for a strongly associative LJ fluid in poté$he
substrate interaction by adding a repulsive step near the posecond layering transition is considerably influenced by the
wall does not influence significantly the critical temperaturepore size and shape. In cylindrical pores with
and leads to the formation of an additional transition in theU,= —4.62 kcal/mol it shrinks with increasing pore radius
high-density region of the phase diagrém. and finally disappears &= 20 A (see Fig. 11

Surface transitions split from the main liquid—vapor co- In our simulations we never observed a third layering
existence curve when the strength of the fluid—substrate intransition of confined water and we do not expect its appear-
teraction becomes close to the typical strength of the paiance even with strengthening water—substrate interaction or
interaction in the fluid. This qualitatively agrees with experi- increasing pore size. The reason for this conjecture is, that
mentally observed changes of the pore condensation processar the wall of the hydrophilic pores there are two pro-
due to modifications of the pore surfateWe found one or  nounced water layers, whereas deeper inside, the density dis-
two surface transitions, depending on pore size and fluid+ribution is almost homogeneous even in strongly hydro-
substrate interaction. The most typical surface transition obphilic pores(see Fig. 8 The structuring of a first layer
tained in our simulations is the first layering transition, whenallows sometimes stabilization of a second layer, whereas the
phase coexistence occurs between vapor and a single liqugkcond layer never provides stabilization of a third layer in
layer at the pore wallclose to a two-dimensional condensa- the considered range of water—substrate interactices
tion). The apparent shape of the coexistence curves, whicRef. 82 for the details of water structure in surface layers
correspond to the first layering transition, is close to the 2DThe existence of one to three specific water layers near the
Ising model, as expected for all surface transitith¥he  substrate, so-called bound water, was reported in various ex-
critical temperature of the first layering transition is aboutperimental studies of water in porés'®and was confirmed
T_1~0.69T5p at Uy= —4.62 kcal/mol and isot sensitive to by computer simulation& 84
variations of pore size and shagsee Fig. 11, Table)l A prewetting transition, the simultaneous condensation
Strengthening the water—substrate interaction lth, of two water layers, is observed when the strength of the
= —7.70 kcal/mol(Fig. 6) depresses the critical temperature fluid—substrate interaction is comparable to the molecular
to T 1~0.62T5p. pair interaction in the fluid[Figs. 6 and @1 for U,

The lower limit for T ; was estimated by simulating a = —3.85 kcal/mol]. It persists in a wide temperature range
guasi-two-dimensional system, where all oxygens werdetween the critical temperature at about 0§8and the
placed in one plane, while molecular rotations were notriple point at about 0.4B;5. The observation of a prewet-
restricted®® The critical temperature of the liquid—vapor ting transition with a triple point agrees with theoretical
phase transition in such a system was found Tap  predictiond® and lattice gas simulatiort§!
~0.57T3p and corresponds to the layering transition on a  In hydrophilic pores a liquid—vapor phase transition of
substrate with infinite attractiony— — ). So, the possible the “inner” water occurs in a pore with a wall, which is
temperature interval for the critical temperature of the firstalready covered by two liquid water laydisee Figs. 6, @),
layering transition of water on a smooth substrate we estiand 1@c)]. The density interval of this transition increases
mate as 0.575p<T, ;<0.69T55. Experimental estimates of with increasing pores size and it becomes dominant in large
the critical temperature of two-dimensional condensation opores (Fig. 11, open circles Structured surfaces of real
water on strongly attractive substrates give values fronpores may effect strongly the surface transitions, but much
0.36T 5, to values larger than 0.435.% The higher value of less the phase transition of the “inner” water, which seems
T,p, Obtained in our simulations, may be due to the freeto be the most prominent transition in real porous materials.
molecular rotations, which are not restricted by the substrattndeed, experimental studies of water freezing in incom-
in our model. For comparison, in simulated LJ systéipg  pletely filled pores evidence the coexistence of two phases,
~0.38T35.%° This is in good agreement with 0.3, namely a fluid film (of one to two water layejsand a
<T.1<0.55T;p, obtained experimentally for quasi-two- liquid.1%
dimensional condensation of noble gases on strongly attrac- The critical temperature of the phase transition of the
tive substrate8® “inner” water is highly sensitive to the pore size. In the

The second layering transition is a quasi-two-cylindrical pores withU=—4.62 kcal/mol, it varies from
dimensional one of water on a substrate, which is alreadgbout 0.58 ;5 to 0.83T3p, when the pore radiu®p in-
covered by one liquid layer. It occurs in a much smallercreases from 12 Ato 20 A. Such a strong size effect and the
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almost homogeneous density of the “inner” watsee Fig. materials, where phase separation leads to the formation of
8) make this system a good candidate to test theoreticalternating domains of the two coexisting phases. The pres-
predictiond*?"~?°concerning the effect of finite size on the ence of interfaces between the domains of the coexisting
critical temperature. Such simulations are in progress now. phases may also strongly influence water structure and dy-

This liquid—vapor phase transition of the “inner” water namics at high temperatures, when the concentration of in-
in narrow pores can be located only approximately and théerfaces drastically increases. These inhomogeneities of the
shape of the coexistence curve may be analyzed only for thifuid, both along and normal to the pore axis, must be con-
two largest of the examined hydrophilic poresee Fig. 1L sidered for a correct analysis of experimental results or com-
There is a surprising resemblance between the simulated cputer simulations. The knowledge of the possible phase
existence curve of the “inner” water in the cylindrical pore states of confined fluids and their densities at coexistences is
with Rp=20 A and the few available experimentally esti- @ necessary prerequisite for the simulation of any property of
mated coexistence curves of fluids in pores with dominatingonfined water. The coexistence curves of water in nanop-
cylindrical geometry(see Fig. 6 of Ref. 2 and Fig. 7 of Ref. ores, presented here, are intended to furnish a firm basis for
4). Not only the location of the coexistence curve of thesuch studies.
confined fluid with respect to the bulk, but also the shape of
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