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Coexistence curves of water in cylindrical and slitlike nanopores of different size and water–
substrate interaction strength were simulated in the Gibbs ensemble. The two-phase coexistence
regions cover a wide range of pore filling level and temperature, including ambient temperature.
Five different kinds of two-phase coexistence are observed. A single liquid–vapor coexistence is
observed in hydrophobic and moderately hydrophilic pores. Surface transitions split from the main
liquid–vapor coexistence region, when the water–substrate interaction becomes comparable or
stronger than the water–water pair interaction. In this case prewetting, one and two layering
transitions were observed. The critical temperature of the first layering transition decreases with
strengthening water–substrate interaction towards the critical temperature expected for
two-dimensional systems and is not sensitive to the variation of pore size and shape. Liquid–vapor
phase transition in a pore with a wall which is already covered with two water layers is most typical
for hydrophilic pores. The critical temperature of this transition is very sensitive to the pore size, in
contrast to the liquid–vapor critical temperature in hydrophobic pores. The observed rich phase
behavior of water in pores evidences that the knowledge of coexistence curves is of crucial
importance for the analysis of experimental results and a prerequiste of meaningful simulations.
© 2004 American Institute of Physics.@DOI: 10.1063/1.1631919#

I. INTRODUCTION

Fluids in confined geometries are presently an area of
intense experimental and theoretical research and numerous
computer simulations. Confined fluids are ubiquitous in na-
ture and widely used in various industrial processes. Under-
standing the properties of confined fluids, which differ sig-
nificantly from the properties of the bulk fluids, is of great
fundamental and practical importance.

Considering the phase behavior of confined fluids, two
typical situations may be distinguished: open pores and
closed pores. In an open pore a confined fluid is in equilib-
rium with a saturated bulk liquid and may exist in a vapor or
in a liquid one-phase state, which corresponds to capillary
evaporation or capillary condensation, respectively. If there
is no particle exchange with a bulk fluid~closed pore!, the
fluid in the pore may exist in a one-phase or a two-phase
state, depending on temperature and average fluid density in
the pore~level of pore filling!.

The structural and dynamical properties of fluids are de-
termined particularly by their density. Of course, the knowl-
edge of an average density is not sufficient to predict the
properties of a confined fluid, as it may exist in a one-phase
or in a two-phase state. The spatial heterogeneity of a con-
fined fluid may be caused not only by variations of the den-
sity due to the presence of the solid substrate but also by the
coexistence of two phases of different densities. The interac-
tion with the pore wall can lead also to the appearance of
surface transitions~layering, wetting, prewetting etc.! and
corresponding two-phase regions, which are marked by co-
existence curves. So, at some arbitrary average fluid density
in a pore various two-phases coexistences may be expected:

liquid-vapor coexistence in a pore with a wall covered or not
covered with liquid layers as well as coexistence of liquid
and vapor layers near the pore wall. Obviously, the correct
simulation of the structural and dynamical properties of a
confined fluid needs the knowledge of its phase state, i.e. the
number of coexisting phases~one, two, or even three in the
case of a triple point!, their densities and volume fractions at
any given temperature and average density. This knowledge
is also of crucial importance for the interpretation of experi-
mental data on fluids in pores. Therefore, the study of the
liquid–vapor coexistence curves of confined fluids is an ur-
gent challenge.

In this paper we first analyze the current state of the
experimental and theoretical research on liquid–vapor phase
transitions in confined geometries and describe then in de-
tails techniques, which allow us to improve essentially the
efficiency of the simulations of the coexistence curves. In the
main part, the simulated coexistence curves of water in vari-
ous nanopores are presented and briefly discussed. Whereas
here our approach is to present in a more phenomenological
way a systematic collection of coexistence curves, in subse-
quent papers a detailed analysis, based on available theories,
will be presented.

A. Experimental studies of coexistence curves
of fluids in pores

A sharp liquid–vapor phase transition was observed in
various porous materials, whereas the experimental determi-
nation of full coexistence curves of fluids in pores is more
difficult and only a few of them were constructed.1–6 ~Note
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that a few so-called hysteresis coexistence curves, which
show the temperature dependence of the extremes of the hys-
teresis loop, were also reported.7,8!

The most accurate results were obtained by heat capacity
and light scattering measurements for fluids in silica
aerogels,1,3 which have a wide distribution of pore sizes. For
helium in aerogel an increase of the critical density~up to
17% with respect to the bulk value! and slight decrease of
the critical temperature (DTC5T3D2TC50.006T3D , where
T3D is the bulk critical temperature! was observed accompa-
nied by a strong narrowing of the two-phase region. This
narrowing is much stronger at higher temperatures, giving
rise to an unusual ‘‘bottlelike’’ shape of the coexistence
curve in a wide temperature range.1

A few coexistence curves were estimated from adsorp-
tion measurements of fluids in porous glasses4 and ordered
mesoporous silica materials.2,6 In this case a strong increase
of the critical density~up to 100%! and a narrowing of the
two-phases region was observed. Additionally, a few experi-
mental estimates of pore critical temperatures only, based on
adsorption measurements, were reported. The shifts of the
critical temperatureDTC increased with decreasing pore size
and DTC50.30T3D to 0.35T3D was achieved in pores with
radiusRP512 A.9 Unfortunately, different methods to define
the disappearance of the phase transition resulted in strongly
differing values ofDTC for pores of similar size.2,6,9

Usually a pronounced adsorption–desorption hysteresis
loop is observed when measuring adsorption in pores. This
loop shrinks with increasing temperature and disappears at
the hysteresis critical temperatureTCH . Hysteresis indicates
nonequilibrium phase behavior due to the occurrence of
metastable states. The microscopic origin of this phenom-
enon and its relation to the pore structure is still an area of
discussion. In disordered porous systems hysteresis may be
observed even without phase transition up to a hysteresis
critical temperatureTCH.TC , if the latter exists.10 In single
uniform poresTCH is expected to be equal11 or below9,12 TC .
A number of experimentally determinedTCH values is avail-
able in the literature~see Refs. 6, 7, 9 and Ref. 13 for a data
collection!.

The experimental studies of the coexistence curves of
fluids in porous materials which were presented above indi-
cate essential changes of the critical parameters of fluids with
respect to the bulk, but detailed studies are strongly limited
by the available experimental techniques.

B. Theoretical background

Resuming the theoretical predictions for the effect of
confinement in pores on fluid phase equilibria, it is reason-
able to distinguish the role of three main factors: pore shape,
pore size and fluid–substrate interaction.

1. Phase transitions in pores of various shape

The modification of phase diagrams was extensively
studied theoretically for two main classes of porous media:
single pores~slitlike and cylindrical! and disordered porous
systems. In a slitlike pore there are true phase transitions and
the liquid-vapor critical point belongs to the two-dimensional
Ising universality class.14,15 In a cylindrical pore the first or-

der phase transitions are rounded. However, this rounding
decreases exponentially with increasing cross-section area of
the cylinder,16 leading to rather sharp first-order phase tran-
sitions even in narrow pores.11,17–19Theory20 and computer
simulations17,18,21,22show that phase separation in a cylindri-
cal pore appears as a series of alternating domains of two
coexisting phases along the pore axis. Recent experiments23

evidence the existence of phase-separated liquid domains of
a fluid mixture confined in a porous glass. The characteristic
length of these domains is related to the interfacial tension
and increases exponentially with pore radiusRP and de-
creases exponentially with temperature.20 At low tempera-
tures it could be larger than 105 times the pore diameter even
in very narrow pores.21 A fluid confined in an infinite cylin-
drical pore is close to a one-dimensional system and thus it
should not exhibit a true liquid–vapor critical point above
zero temperature. However, a ‘‘pseudocritical point’’ could
be defined as the temperature, when the surface tension be-
tween the domains of the two coexisting phases disappears.
Above the pseudocritical point the alternating domain struc-
ture vanishes, and the fluid becomes homogeneous along the
pore axis. It is still unclear, how the phase separation occurs
in disordered pores: two phases coexist as alternating do-
mains or as two infinite networks. A domain structure seems
to be more probable in porous materials with low porosity. In
highly porous materials, such as gels, infinite networks of
two coexisting phases are usually assumed and the critical
point of fluids in such random pores is expected to belong to
the universality class of the random-field Ising model.24

2. Effect of pore size on phase transitions

The shift of the first-order phase transition of fluids con-
fined in large pores is described by the Kelvin equation and
in general is inversely proportional to the capillary size.25 In
cylindrical pores the shift of the phase transition is more
significant than its rounding.26 Density functional approaches
predict a reduction of the critical temperature in narrow cy-
lindrical and slitlike pores proportional to 1/RP ~or 1/HP ,
whereHP is width of a slitlike pore!.27,28 However, this ap-
proach is not valid close to the critical point, where the cor-
relation length could be comparable to the pore size. In the
critical range scaling theory predicts a reduction of the criti-
cal temperatureDTC5(T3D2TC);HP

21/n , wheren ~'0.63
for the Ising model!, is the critical exponent, which describes
the temperature dependence of the correlation length.14,29 In
the framework of the mean-field theory of critical phenom-
ena,TC is expected to decrease asDTC;HP

22.29

3. Effect of fluid –wall interaction on phase diagram

Analyzing the influence of a substrate on the fluid phase
diagram, it is useful to distinguish two main factors, namely
density variations of the fluid near the substrate and the ap-
pearance of surface transitions. Change of the fluid density
and structure near the substrate distorts the liquid–vapor co-
existence curve~both the critical parameters and the densities
of the coexisting phases!. This effect was studied in Refs. 14
and 29 and the critical temperature is predicted to be strongly
influenced by the fluid–substrate interaction. Scaling theory
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predicts that in a pore of fixed size the maximum shift of the
critical temperatureDTC ~at infinite fluid–substrate interac-
tion! is 2.07 times larger than the minimumDTC ~at zero
fluid-substrate interaction!, compared to the mean-field value
2.60 of this ratio.29 The critical densityrC is also shifted due
to the fluid–substrate interaction. In the case of an attractive
fluid–substrate interactionrC averaged over the pore is
higher thanrC of the bulk fluid, while in the central part of
the pore the critical density appears to be below the bulk
value.14,29

A more typical example of the surface influence on the
fluid phase diagram is the appearance of various liquid–
vapor surface transitions. A wetting transition appears ulti-
mately at liquid–vapor coexistence in any semi-infinite fluid
near a substrate.30 It is connected with the formation of a
thick macroscopic wetting layer in the vapor phase. If the
wetting transition is a first-order phase transition, a so-called
prewetting surface transition~transition between thin and
thick films of fluid! could be observed away from the liquid–
vapor coexistence.31 At some strength of fluid–substrate in-
teraction a layering transition occurs in undersaturated vapor
near the surface. A layering transition is a surface transition,
resulting in the formation of a single liquid monolayer on a
substrate or on already adsorbed liquid layer~s!.

In small pores, surface transitions influence the ‘‘bulk’’
liquid–vapor transition, which occurs in the pore interior,
and, in turn, are affected by this shifted ‘‘bulk’’ liquid–vapor
transition. Only for large pores, these two effects could be
separated, while the narrowing of pores results in an increas-
ing mixing of surface and ‘‘bulk’’ transitions.32 Prewetting
and layering transitions appear as additional coexistence
curves, situated in the low density range due to the nonzero
fraction of molecules participating in these transitions in
pores. A density functional approach indicated that a prewet-
ting transition could occur in slitlike and cylindrical pores.28

With decreasing pore size the prewetting transition becomes
unstable and eventually disappears. Sequences of layering
transitions are truncated in pores, however, mean-field theory
predicts that a finite number of layering transitions should
survive even in a narrow pore.33,34 These surface transitions
should belong to the 2D universality class.11,35The presence
of surface transitions results in a rich phase behavior of con-
fined fluids, so several coexistence curves could be expected
in the temperature-density plane.

The main~‘‘bulk’’ ! liquid–vapor coexistence curve of a
fluid in a pore could be significantly distorted by surface
transitions. Due to the presence of layering or prewetting
transitions the liquid–vapor coexistence curve becomes nar-
rower and the critical density is shifted to higher values with
respect to the bulk. The formation of a wetting layer in a
vapor phase along the liquid–vapor coexistence curve may
distort its shape.36 The special critical behavior in a surface
layer37 may also influence the shape of the liquid–vapor co-
existence curve of a confined fluid. A so-called normal tran-
sition is expected in the surface layer of a semi-infinite fluid
near the substrate.38 The decrease of the local order param-
eter in a surface layerDr1 with increasing temperature
should follow the power lawDr1;(T2T3D)22a, wherea
'0.1 is a critical exponent. In magnetics a so-called ordinary

transition is observed in the surface layer near the free
surface.37 In this case the local order parameterDr1 in the
surface layer follows the power lawDr1;(T2T3D)b1,
where the critical exponentb1'0.8, which differs strongly
from the value of the critical exponentb'0.326 for the bulk
coexistence curve. An ordinary transition should occur only
if there is no preferential interaction of one of the phases
with the substrate. In fluid systems this condition is almost
unachievable. However, some experimental studies of binary
fluids39 ~see also review in Ref. 40! and our simulations of a
one-component fluid41 show that the behavior of a fluid sur-
face layer in the case of a weak surface field is similar to the
one expected for an ordinary transition.

C. Coexistence curves of fluids in pores from
computer simulations and theoretical approaches

Phase transitions in confined systems were extensively
studied by various theoretical approaches~integral equation
and density functional theories! and by computer simulations
~molecular dynamics and Monte Carlo simulations!.42 How-
ever, coexistence curves of confined fluids were reported
only in a few studies.

In a computer simulation an equilibrium phase transition
can be located directly by equaling the chemical potentials,
temperatures, and pressures in two coexisting phases. Both
in computer simulations and theoretical approaches, phase
transitions may also be located indirectly, by finding an
equality of the grand thermodynamical potentials and chemi-
cal potentials of the two phases at fixed temperature~along
the adsorption and desorption branches of isotherm!.

The density functional theory is widely used to study
phase transitions of confined fluids.11,15,18,27,28,33,34,43–45This
approach allows to study both the shift of the bulk transition
due to the confinement and various surface transitions, but
with this method equilibrium phase transitions may be lo-
cated only indirectly. Also, the density functional method
intrinsically uses a mean-field approach, that ultimately re-
sults in a mean-field shape of the coexistence curve and in
corresponding critical parameters. This feature is also char-
acteristic for various other theoretical approaches which use
a mean-field approximation.46–48

The limitations of the above-mentioned theoretical ap-
proaches in general may be avoided in computer simulations.
Monte Carlo simulations in the grand canonical ensemble
~GCMC! allow to obtain adsorption isotherms of fluids in
various pores and to locate the equilibrium phase transition
from the equality of the grand thermodynamical
potential,18,49–52as already described above. Another method
to locate equilibrium phase transitions based on adsorption
isotherms was proposed recently.53 It is based on the simu-
lation of the complete isotherm, including unstable states and
subsequent use of the Maxwell rule to locate the equilibrium
phase transition. This method, however, is based on the as-
sumption, that a small size of the simulation box provides
homogeneity of a fluid in an unstable state. GCMC simula-
tions may also be used to locate a phase transition by a
histogram-reweighting method.54,55 To obtain the coexisting
densities in the GCMC ensemble, extended simulations are
necessary to achieve a reasonable accuracy. That is why only
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a few coexistence curves of confined fluids with only a few
temperature points were obtained in such a way.

A direct equilibration of two coexisting phases may be
obtained by simulation of both phases in one box~with ex-
plicit interface! or in two boxes~without interface!. The first
way seems to be the simplest at first glance. The densities of
the coexisting phases could be defined as average densities
of the phases far from the interface, or from block density
distributions56 at various temperatures and averaged densi-
ties. The density distribution shows a single maximum if the
fluid is in a one-phase state or two maxima, if two-phase
coexistence occurs. The main limitation of this method is the
necessity to use an extremely large system size and the pres-
ence of interfaces. This drastically extends the time needed
for the simulations. Therefore, this method was not widely
applied~for the single example see Ref. 18!.

Another direct method to simulate the coexistence curve
of a confined fluid is the Gibbs ensemble Monte Carlo
~GEMC! simulation.57–60 In this ensemble, two phases are
present in two separate simulation cells and phase coexist-
ence is achieved without interface. The main difficulty of the
GEMC method is the necessity to provide an essential num-
ber of molecular transfers between the simulation cells. Be-
sides, equilibration of the pressure in the two cells requires a
continuous variation of the cell volume, while preserving
periodic boundary conditions. This means, that simulations
in the GEMC are restricted to pores of simple geometry and
smooth fluid–substrate potential.~Application of the GEMC
to random porous media59 contradicts the application of pe-
riodic boundaries.!

The presently available coexistence curves of confined
one-component fluids with continuous interaction potentials,
obtained from theoretical approaches and computer simula-
tions, allow the conclusions, that the critical temperature of
confined fluids decreases with decreasing pore size and
strengthening fluid–substrate interaction. However, the
available simulation data are not sufficient for a quantitative
analysis and test of the theoretical predictions. The only at-
tempt to analyze the shift ofTC caused by the confinement of
a continuous fluid58 suffers from a low accuracy of the data
and an inappropriate way to estimateTC . A shift of the criti-
cal density and narrowing of the two-phase region due to the
confinement is usually observed. However, the origin of
these effects~the influence of surface transitions, a specific
critical behavior of surface layers, density variations near the
pore wall, or simply ambiguities in the definition of the av-
erage fluid density in pores! remains unclear. The shape of
the coexistence curves of liquid–vapor transitions, as well as
layering and prewetting transitions of confined fluids were
not analyzed yet, with the exception of a recent study of a
fluid in a narrow slitlike pore~Ref. 55!.

The goal of our study is to analyze in a systematic way
the influence of pore size, shape, and fluid–substrate interac-
tion on the fluid coexistence curves in pores of simple geom-
etry and smooth fluid–substrate interaction. We intend to
study layering and prewetting transitions~their appearance,
their critical parameters and the shape of the coexistence
curve!, to analyze the shape of the liquid–vapor coexistence
curve ~influence of the formation of wetting layers and spe-

cific critical behavior in surface layers!, to check theoretical
predictions for the shift of the critical parameters due to the
confinement. Such an analysis requires detailed knowledge
of the coexistence curves, obtained by appropriate methods.
In the present paper we report the coexistence curves of wa-
ter in various pores, obtained by GEMC simulations. A de-
tailed analysis of the influence of confinement and surface
effects on the coexistence curves will be given in our next
paper.

II. SIMULATION METHODS

TIP4P water61 was simulated in cylindrical pores with
radii RP from 12 to 20 A and in slitlike pores of widthHP

524 A. A spherical cutoff of 12 A~oxygen–oxygen dis-
tance! for both the Coulombic and Lennard-Jones~LJ! parts
of the water–water interaction was used. In accord with the
original parametrization of the TIP4P model, no long-range
corrections were included. The interaction between the water
molecules and the substrate was described by a~9-3! LJ po-
tential:

Uw-s~r !5«@~s/r !92~s/r !3#, ~1!

where r is the distance from the water oxygen to the pore
wall. The parameters was fixed at 2.5 A, whereas the pa-
rameter« varied in order to change the well-depthU0 of the
potential ~2! from 20.385 to27.70 kcal/mol. The average
water density in the pore was calculated, assuming that the
water occupies a pore volume until the distances/2
51.25 A from the pore wall.

In the simulations of bulk TIP4P water a spherical cutoff
of 8.5 A for the intermolecular interactions and long-range
corrections for the LJ interactions were used.

A. Molecular transfers in the GEMC simulation

A MC simulation in the Gibbs ensemble57,62 allows to
achieve direct equilibration between two coexisting phases.
These are simulated at a given temperature simultaneously in
two simulation cells. Equality of the chemical potentials in
both phases is achieved by periodic transfers of molecules
from one box to the other one. A low probability of success-
ful molecular transfers between the two coexisting phases is
the main problem in GEMC simulations; this determines the
limits of its applicability. The problem of molecular transfers
increases sharply with increasing density, lowering tempera-
ture and due to highly orientated interactions like hydrogen
bonding in water. Below we consider this problem, using the
calculation of the chemical potential of bulk liquid water at
ambient conditions as an example.

The energy distributionsp0(U) of water molecules in
liquid water atT5300 K andr51 g cm23 and p1(U) of
water molecules, randomly inserted in liquid water at the
same conditions (53108 insertions!, are shown in Fig. 1
@curvesp0 and p1(a)]. Only 4.8% of the randomly inserted
molecules have energiesU,40 kcal/mol. The excess chemi-
cal potentialmex of the water molecules may be determined
from these distributions using the overlapping distribution
method63,64

mex5U1kT ln~p0~U !/p1~U !!, ~2!
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or, defining a particle insertion functionf 1(U)5 ln(p1(U))
2U/2kT and a particle deletion functionf 0(U)5 ln(p0(U))
1U/2kT,

mex5kT~ f 0~U !2 f 1~U !!. ~3!

The accuracy of the obtained valuemex depends on the
energy interval, where both functions may be determined.
Although nonzero values of bothf 0(U) and f 1(U) distribu-
tions were found in the range215 kcal/mol,U
,0 kcal/mol ~Fig. 2!, the statistically important interval of
overlapping distributions is about29.0 kcal/mol,U
,26.0 kcal/mol. Fitting of the data to Eq.~2! in this inter-
val gives the valuemex526.0060.08 kcal/mol~Fig. 2, top
panel, dashed line!. This value is in a good agreement with
available simulation results for the chemical potential of
TIP4P water at the same temperature, obtained by other
methods ~25.9 kcal/mol,65 26.06 kcal/mol,66 26.2
kcal/mol,67 25.97 kcal/mol,68 26.02 kcal/mol,69 26.11
kcal/mol70!.

Random selection of a molecule in the dense liquid
phase for removal results in numerous unsuccessful attempts
to transfer it into the other phase: on average the molecule
had a low energy in the initial box, whereas the probability to
obtain a comparable energy after its insertion is negligibly
small ~see the tiny overlap in Fig. 1!. Choosing highly ener-
getic molecules for deletion~for example, molecules with
energies, exceeding some critical valueUC , see shadowed
area in Fig. 1! may improve the probability of a successful
transfer. Such a choice is not random and the acceptance

probability of the molecular transfer must be corrected by
multiplying with a correction factor, which is equal to the
probability to find at random a molecule with an energyU
.UC . This correction factor may be obtained from the full
probability distributionp0(U). As this distribution depends
on the water density, which is not constant during a GEMC
simulation, a density dependent correction factor~within in-
tervals of 0.01 g cm23! was calculated as running average in
the course of the simulation. At temperatures around 300 K
andUC5214 to 212 kcal/mol, the value of the correction
factor for liquid water is about 0.01. Despite the low value of
the correction factor and the necessity to calculate the ener-
getic probability distribution, this technique improved the ef-
ficiency of molecular transfers at temperatures below 350 K
essentially. At higher temperatures the use of this technique
did not improve the efficiency of the molecular transfers and
had no noticeable effect on the results.

When attempting a molecular insertion, at first, the
shortest interatomic distances (RS

O–O, RS
O–H, andRS

H–H) be-
tween the atoms of the inserted molecule and the atoms of
the nearest molecules were calculated. If at least one of these
distances is shorter than some chosen cutoff value (RC

O–O,
RC

O–H, andRC
H–H), the new configuration is rejected immedi-

ately without further calculations. This procedure in principle
also requires a correction of the acceptance probability of a
new configuration by a correction factor, which depends on
the probability to find at random a proper configuration. In
liquid water at a temperature of about 300 K configurations
with RS

O–O,2.35 A, RS
O–H,1.40 A, orRS

H–H,1.30 A ~crite-
rium I! are never observed in equilibrated systems during

FIG. 1. Energetic probability distributionp0 for molecules in liquid water at
T5300 K andr51 g/cm3. Energetic probability distributionsp1 for mol-
ecules randomly inserted in liquid water at the same conditions:~a! total
distribution; ~b! distribution for molecules with criterium I for shortest in-
teratomic distances;~c! distribution for molecules with criterium II for
shortest interatomic distances. See text for the details.

FIG. 2. Estimation of the excess chemical potentialmex of liquid TIP4P
water by the overlapping distribution method. Lower panel, particle inser-
tion f 1(U) and particle deletionf 0(U) functions. Top panel, fittingmex(U)
by Eq. ~3! ~dashed line!. mex526.0060.08 kcal/mol in the interval
29 kcal/mol,U,26 kcal/mol.
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long-term MC simulations~see Fig. 3! and so using criterium
I for the rejection of a new configuration does not require a
correction of the acceptance probability. The energetic prob-
ability distribution for molecules inserted in liquid water us-
ing criterium I, is shown in Fig. 1, curvep ~b!. Application of
criterium I reduces the number of configurations, which de-
mand energetic calculations, to 2.75% of the initial value and
has no effect on the value ofmex obtained by the overlapping
distribution method.

A further increase of the critical distances allows to re-
duce essentially the energy calculations. The interatomic cut-
off distances RC

O–O52.60 A, RC
O–H51.60 A, and RC

H–H

51.80 A ~criterium II!, used in the present simulations, were
chosen empirically and are shown in Fig. 3. The energetic
probability distribution for molecules, inserted by using cri-
terium II, is shown in Fig. 1, curvep1 ~c!. Application of
criterium II reduces the number of configurations, which de-
mand energy calculations, to 0.43% of the initial number.
The value ofmex525.8660.08 kcal/mol, obtained by the
overlapping distribution method with criterium II, is slightly
depressed compared to the correct valuemex526.00
60.08 kcal/mol. To restore the correct valuemex, in a first
approximation the energetic probabilityp0 has to be multi-
plied by a correction factor equal to the fraction of molecules
in liquid water, which satisfy the chosen criterium for short-
est interatomic distances. Use of criterium II gives the cor-
rection factor 0.85, which restores the correct value
mex526.0260.08 kcal/mol. Note, that such an approach is
valid only when the statistically important high-energy tail of
the energetic probability distributionp0 may be restored by a
single correction factor, and it may fail for larger interatomic
cutoff distances. In the GEMC simulations running averages
for different water densities~with steps of 0.01 g/cm3! were
used to increase the accuracy of the correction factor for the
insertion. This technique allowed to improve noticeably the

efficiency of the GEMC simulations at temperatures essen-
tially below 300 K.

A molecular transfer in the GEMC simulations com-
prises deletion of a molecule in one box and its simultaneous
insertion in the other box. Combination of the techniques,
described above, allows to increase essentially the number of
successful transfers. This provides much faster equilibration
of the system and allows to study low-temperature and high-
density regions.

B. Determination of the coexistence curves of water
by GEMC simulations

As the densities of the coexisting phases may differ es-
sentially ~especially at low temperatures!, their initial vol-
umes were chosen to have a sufficiently large number of
molecules in both phases to obtain reliable results. The mini-
mal pore volume used for the liquid phase corresponds to a
cylindrical pore with the length 2RP and to a slitlike pore
with an extension equal to the widthHP in the periodically
continued directions. Thus, the length of the narrow cylindri-
cal pores with water vapor attains extremely large values at
low temperatures and approaches the length of the pore with
the coexisting liquid phase~of about 102 A) at higher tem-
peratures. The total number of water molecules in the two
simulation cells varied from 400 molecules in the smallest
pore to 2700 in the largest one. The minimal number of
water molecules in the vapor phase was about 10 to 30 at
low temperatures. For the simulation of bulk water the num-
ber of molecules in the vapor phase varied from 50 to 200
molecules, and in the liquid phase from 200 to 350 mol-
ecules.

Equality of the pressures in both phases is achieved by
random changes of the volumes of the simulation boxes. This
procedure can be easily implemented in the case of cylindri-
cal and slitlike pores with smooth water–pore interaction.
The maximal possible change of the pore volume was chosen
to provide an acceptance probability of such moves of about
40% to 50%.

One GEMC simulation step contains 500 to 2000 at-
tempts to displace and rotate molecules in each simulation
cell with an acceptance probability of about 40% to 50%,
one to two attempts to change the volumes with an accep-
tance probability of 40% to 50% and a series ofNtr attempts
to transfer molecules between the two simulation cells with a
probability of 10% to 30% for a successful transfer within
this series.Ntr varied from only a few attempts to more than
106 attempts, depending on temperature and pore parameters.
Typically from 104 to 105 steps were necessary in a GEMC
simulation to get equilibrium between the two phases and a
similar number of steps was used to collect the data and to
obtain the densities of the coexisting phases. The total num-
ber of successful transfers was typically about 10N, varying
from 2N in large pores and low temperatures to 100N in
small pores and high temperatures, whereN is a total number
of molecules in the two simulation cells.

An advantage of the GEMC method is the fact that the
simulations may be started without knowledge of the densi-
ties of the coexisting phases. Using vaporlike and liquidlike
bulk water densities is a natural choice for the initial con-

FIG. 3. Probability distribution of the shortest interatomic distancesRS
O–O,

RS
O–H, andRS

H–H between a water molecule and its nearest neighbors in bulk
water. T5300 K, r51 g/cm3. The shadowed areas denote configurations,
which are excluded from molecular insertion attempts by criterium II.
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figurations. To locate the two-phase regions in the
temperature-density plane, for a given temperature several
average water densities of the total system were used as a
starting point. A typical density variation during the equili-
bration process in the GEMC simulation is shown in Fig. 4.
In some cases during the equilibration process the average
density was adjusted~by changing the total pore volume! to
have a sufficient number of molecules in both phases. When
approaching the critical temperature, the density interval be-
tween the two phases shrinks, and therefore several values of
the average density in the two cells were used in independent
simulation runs to locate the coexistence or to prove its dis-
appearance.

Close to the critical temperature, the fluids in the two
simulation cells may start to exchange their identities. In
such a case, phase separation may take place within one or
both cells, which results in the formation of long-lived inter-
faces. This effect is especially pronounced in lengthy cylin-
drical pores due to the small cross section of the interfaces
and so special attention was paid to the homogeneity of the
fluids along the pore axis. We restricted our simulations of
the coexisting densities to temperatures, where no exchange
of identity between the simulation cells was observed. So,
we determined two characteristic temperatures:TL is the
highest temperature, where coexistence of two different den-
sities is surely observed;TU is the temperature where two-
phase coexistence was definitely absent. In the temperature
interval betweenTL and TU exchange of the identities be-
tween the two simulation cells prevents a clear conclusion
about the phase coexistence, based on the GEMC simulation.

The critical density was estimated as the average density of
the two coexisting phases atT5TL .

C. Determination of two-phase coexistence
from block density distribution

In the GEMC method the coexisting phases are simu-
lated without explicit interface. Practically, in cylindrical
pores phase separation occurs as a sequence of alternating
domains of coexisting phases and therefore the absence of
explicit interfaces in the Gibbs ensemble may lead to devi-
ating results of corresponding simulations, especially when
locating the pore critical temperature. In order to estimate
this effect, we simulated water in a lengthy hydrophobic cy-
lindrical pore (U0520.39 kcal/mol,RP512 A, L5300 A,
N5794). The average water density 0.218 g cm23 was cho-
sen close to the critical density,rC50.235 g cm23, esti-
mated from the GEMC simulations. For the analysis, the
pore was divided along the axis into 30 subsections~of 10 A
length each! and the density distributions were extracted ev-
ery 1000th MC move and averaged over 13105 to 33105

configurations for various temperatures.

III. RESULTS

A. Coexistence curve of bulk water

To test our techniques for the transfer of molecules, we
simulated the liquid–vapor coexistence curve of bulk TIP4P
water. The obtained liquid–vapor coexistence curve is pre-
sented in Fig. 5. For comparison the results of other
simulations71–75are also shown. The deviations of our curve
from the other results at high temperatures may be attributed
mainly to different ratios of the numbers of water molecules
in the coexisting phases. The use of essentially less mol-

FIG. 4. Variation of the number of molecules, pore length and density of the
liquid phase in the course of a Gibbs ensemble simulation.T5300 K, RP

512 A, U0524.62 kcal/mol.

FIG. 5. Liquid–vapor coexistence curve of bulk TIP4P water. Closed
circles, our results; stars, Ref. 71; crosses, Ref. 72; triangles, Ref. 73; open
circles, Ref. 74; squares, Ref. 75. The line is a fit of our coexistence curve to
Eqs.~4! and ~5!.
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ecules in the vapor phase in comparison with the liquid
phase results in a shift of the top of the coexistence curves
towards lower densities.76

Using our efficient techniques for the molecular transfers
allowed us to achieve an essential number of successful
transfers (.104) even atT5125 K. An extension of the co-
existence curve in the supercooled region evidences a water
density maximum around 250 K, in agreement with the re-
sults of NPT simulations of TIP4P water at low
temperatures.77,78 From 225 to 125 K the density of the liq-
uid increases again. Below 125 K molecular transfers be-
tween vapor and liquid are still possible, but the time neces-
sary for reliable equilibration increases drastically.

The melting temperature of model TIP4P ice is about
238 K.79 In our simulations the dense water phase remains
liquidlike or glasslike and does not show long-range order at
all studied temperatures. We may assume, that atT,238 K
this phase is metastable with respect to crystallization. Note,
that freezing of bulk water in computer simulations was
achieved recently, but at negative pressures,80 whereas in our
simulations supercooled water is in equilibrium with the va-
por phase.

The critical parameters of the coexistence curve were
estimated from a fit of the simulated data in the temperature
interval above 300 K to extended scaling laws for the order
parameterDr5(r l2rv)/2rC and the diameter (r l1rv)/2,

Dr5B0tb~11BDtD!, ~4!

~r l1rv!/25rC~11A1t1A2t2!, ~5!

where t5(TC2T)/TC . b50.326 andD50.5 are the uni-
versal critical exponents for the Ising model.B052.33, BD

520.24, A151.58, A2521.00, rC50.330 g cm23, TC

5580.2 K are obtained from the fitting procedure.

B. Evolution of the coexistence curves of water
with strengthening water–substrate interaction

The coexistence curves of water in cylindrical pores with
radius RP512 A and various strengths of the water–
substrate interaction are shown in Fig. 6. The critical param-
eters and the shape of the coexistence curves change drasti-
cally with strengthening water–substrate interaction.
Moreover, at some level of pore hydrophilicity, the coexist-
ence curve splits into two or three two-phase regions. In all
studied systems the dense water phases remain liquidlike or
glasslike even at the lowest temperatures, i.e., they do not
show long-range order. As discussed above, we cannot ex-
clude that these are metastable states with respect to crystal-
lization.

In the hydrophobic pore (U0520.39 kcal/mol, Fig. 6!
the densities of the vapor and liquid phases of the single
coexistence curve approach each other with increasing tem-
perature faster than in the bulk case, mainly due to the de-
crease of the liquid phase density. For illustration, snapshots
of the water molecules in the coexisting vapor and liquid
phases in a hydrophobic (U0520.39 kcal/mol) slitlike pore
with HP524 A are shown in Fig. 7. This figure evidences,
that the density of the liquid phase decreases with increasing
temperature nonuniformly: the density in the surface layer

decreases faster than in the pore center. A similar behavior
for hydrophobic cylindrical pores was reported in our
paper.41

Strengthening the water–substrate interaction fromU0

520.39 kcal/mol toU0523.08 kcal/mol does not cause
the appearance of new phase transitions. The critical tem-
peratureTC of the single liquid–vapor coexistence curve de-

FIG. 6. Coexistence curves of water in cylindrical pores with radiusRP

512 A and various strengths of water–substrate interaction. The values of
the interaction well depthU0 are shown in the figure. The dashed curve
represents the coexistence curve of bulk TIP4P water~Fig. 5!.

FIG. 7. Arrangement of the water oxygens in the coexisting liquid and
vapor phases in a hydrophobic slitlike pore withHP524 A and U0

520.39 kcal/mol.~a! T5200 K; ~b! T5400 K; ~c! T5530 K.
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creases from about 535 K forU0520.39 kcal/mol to about
465 K for U0523.08 kcal/mol, while the critical density
increases fromrC'0.24 g cm23 to rC'0.43 g cm23, re-
spectively~see Table I!. These changes are accompanied by
strong changes of the shape of the coexistence curve. The
analysis of the water density profiles along the pore radius
~Fig. 8! shows the appearance of two water layers near the
pore wall. In the pores withU0 lower than about21.5 kcal/
mol this layered structure remains pronounced in the liquid
phase even at the highest temperature, at which the liquid–
vapor coexistence was obtained. The flattening of the top of
the coexistence curve with strengthening water–substrate in-
teraction up toU0523.08 kcal/mol, may be attributed to an
approach of the system towards two dimensionality due to
development of a layer structure of liquid water near the pore
wall.41

At the water–pore interaction strength ofU0

523.85 kcal/mol the coexistence curve splits into two co-
existence regions~Fig. 6!. Snapshots of the water molecules
in the coexisting phases in such a pore~Fig. 9! show, that one
of the transitions@pairs of solid circles in Fig. 6 atT
>250 K and snapshots in Fig. 9~a!# is a transition from va-
por to a state, consisting mainly of two water layers near the
pore wall and therefore it may be identified as a prewetting
transition. Another transition@pairs of open circles in Fig. 6
at T>250 K and snapshots in Fig. 9~b!# corresponds to a
liquid–vapor phase transition in the interior of a pore with a
wall, which is already covered by two water layers. In the
low-temperature region (T,250 K) only liquid–vapor coex-

FIG. 8. Density profiles of the liquid–water phase in the cylindrical pores
with RP512 A ~highest density equilibrium line in Fig. 6!. r 50, pore wall;
r 512 A, pore center. The strength of the water–substrate interactionuU0u
increases from bottom to the top and corresponds to the pores, shown in Fig.
6. These profiles were calculated for the highest temperatureTU where
two-phase coexistence was observed in the simulations~see Table I!.

TABLE I. Estimated critical parameters of water in pores. The critical temperature of each phase transition is located betweenTL, the highest temperature
where coexistence of two phases was observed, andTU, the lowest temperature where mixing was observed during the GEMS runs.rC is the mean value of
the densities of the coexisting phases atT5TL.

Transition Pore size, A U0 , kcal/mol TL, ~K! TU, K rC , g cm23

Cylindrical pores
Liquid–vapor RP512 20.39 520 550 0.235~40!
Liquid–vapor RP512 21.93 515 525 0.243~66!
Liquid–vapor RP512 23.08 460 470 0.426~36!
Prewetting RP512 23.85 390 400 0.333~23!
Liquid–vapor, ‘‘inner’’ water 300 315 0.860~12!
First layering RP512 24.62 400 405 0.239~14!
Second layering 325 340 0.660~15!
Liquid–vapor, ‘‘inner’’ water 325 340 0.861~15!
First layering RP512 27.70 355 360 0.242~12!
Second layering 325 335 0.667~11!
Liquid–vapor, ‘‘inner’’ water 350 360 0.923~14!
Liquid–vapor RP515 20.39 525 545 0.195~12!
First layering RP515 24.62 400 405 0.193~15!
Second layering 300 320 0.643~35!
Liquid–vapor, ‘‘inner’’ water 350 360 0.919~74!
Liquid–vapor RP520 20.39 535 545 0.162~10!
First layering RP520 24.62 400 405 0.110~7!
Liquid–vapor, ‘‘inner’’ water 480 485 0.794~6!

Slitlike pores
Liquid–vapor HP524 20.39 535 545 0.187~22!
First layering HP524 24.62 395 400 0.123~7!
Second layering 315 325 0.429~6!
Liquid–vapor, ‘‘inner’’ water 450 460 0.736~20!
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istence was observed@Fig. 9~c!#, that may suggest the exis-
tence of a triple point atT'250 K and r'0.8 g cm23,
where vapor, water bilayer, and liquid phase coexist.

Further strengthening of the water–substrate interaction
results in the appearance of three two-phase regions~Fig. 6,
U0524.62 kcal/mol andU0527.70 kcal/mol). The origin
of the observed three phase transitions in the hydrophilic
pores is clearly seen from Fig. 10, where snapshots of water
molecules in a slitlike pore withU0524.62 kcal/mol are
shown ~similar figures were obtained also for cylindrical
pores!. The first and the second transitions in Fig. 6 corre-
spond to the first@Fig. 10~a!# and second@Fig. 10~b!# layer-
ing transitions, respectively, i.e., to liquid–vapor transitions

of water in quasi-two-dimensional systems. The third transi-
tion corresponds to a liquid–vapor transition in the inner part
of the pore@Fig. 10~c!#. The critical temperature of the first
layering transitionTL1 decreases from about 400 K to about
355 K, when the water–substrate interaction strengthens
from U0524.62 kcal/mol toU0527.70 kcal/mol~see Fig.
6 and Table I!.

The location of the second layering transition
shows, that in a small hydrophilic pore~Fig. 6, U0

524.62 kcal/mol) there may exist a triple point with the
first layering transition~in this case the one-layer phase of
the first transition is metastable with respect to the denser
phases atT,200 K), alternatively, the second layering tran-
sition may show re-entrant behavior.81

C. Coexistence curves of water in hydrophilic pores

When the size of the hydrophilic pore increases~Fig.
11!, the coexistence region, which corresponds to the first
layering transition, becomes narrower, simply due to the
lower fraction of the water monolayer with respect to the
total pore volume. The critical temperature of the first layer-
ing transition practically does not vary with changing pore
size and shape~Fig. 11, Table I!, but is sensitive to the
strength of the water–substrate interaction~Fig. 6, Table I!.
The shape of the coexistence curve, which corresponds to the
first layering transition, is close to the 2D Ising behavior41

and will be discussed in more details in the subsequent paper.

FIG. 9. Arrangement of the water oxygens in coexisting phases in the cy-
lindrical pore withRP512 A andU0523.85 kcal/mol~Fig. 6!. ~a! Prewet-
ting transition atT5250 K; ~b! liquid–vapor transition of ‘‘inner’’ water at
T5250 K; ~c! liquid–vapor transition atT5200 K.

FIG. 10. Arrangement of water oxygens in coexisting phases in the hydro-
philic slitlike pore withHP524 A andU0524.62 kcal/mol.~a! First lay-
ering transition;~b! second layering transition;~c! liquid–vapor transition of
the ‘‘inner’’ water.

FIG. 11. Coexistence curves of water in hydrophilic pores withU0

524.62 kcal/mol.~a!–~c! cylindrical pores;~d! slitlike pore. Pore sizes are
indicated in the figure.
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The second layering transition shrinks and disappears with
increasing radius of cylindrical pores. The shape of the cor-
responding coexistence curve cannot be analyzed. The
liquid–vapor transition in the interior of the pore becomes
dominant with increasing pore size: its critical temperature
increases strongly~Fig. 11, Table I!. In the narrow cylindrical
pores (RP512 A andRP515 A) we can only approximately
locate the corresponding two-phase region, whereas in the
larger pores~cylindrical pore with RP520 A and slitlike
pore with HP524 A) the liquid–vapor coexistence curves
were obtained with essentially higher accuracy. Note the spe-
cific shapes of the coexistence curves in the two latter cases,
which will be discussed in Sec. IV.

D. Coexistence curves of water in hydrophobic pores

In the hydrophobic pores the size has not such a strong
effect on the coexistence curves~Fig. 12!, as in the case of
the hydrophilic pores. The pore critical temperatureTC for
all four simulated hydrophobic pores is about 530–540 K,
and a change with increasing pore size cannot be detected
within the accuracy of our simulations. The estimated values
of the critical densityrC in the hydrophobic pores are found
essentially below the bulk value~Table I!. In cylindrical
pores rC decreases with increasing pore radius~Table I!.
This effect cannot be explained by an ambiguous choice of
the volume, occupied by the water in the pore. Probably it is
connected with the estimation of the critical density as the
average value of the densities of the coexisting phases at the

highest observed temperature~see Sec. II B!: in the larger
pores it is possible to observe coexistence at higher tempera-
ture than in the smaller ones. Besides, different ratios of the
numbers of molecules in the liquid and the vapor phases in
different pores may also cause this effect.76

To check the reliability of the GEMC simulations, we
performed a simulation of water in a lengthy hydrophobic
pore (U0520.39 kcal/mol,RP512 A, L5300 A) at an av-
erage densityrC50.218 g cm23 and different temperatures.
Snapshots of the water molecule distribution in such a pore
at various temperatures are shown in Fig. 13. Liquid and
vapor domains are clearly seen at temperaturesT<530 K.
With increasing temperature the interfaces between the do-
mains become less pronounced and above some temperature
~about the pore critical temperatureTC) the fluid structure
becomes homogeneous along the pore axis. To locate the
pore critical temperature more accurately we calculated the
water density distributions, shown in Fig. 14. Distributions
with one maximum, indicating a one-phase state, are ob-
served at high temperatures, whereas distributions with two
maxima, indicating a two-phase state, appear below a tem-
perature of about 530–540 K, in good agreement with the
results of the GEMC simulations~Fig. 12, Table I!. Note,
that due to the limited length of the simulation runs, the
snapshots shown in Fig. 13 do not represent the equilibrium
length of domains at low temperatures, which should be es-
sentially longer.21

IV. DISCUSSION

The presented coexistence curves of bulk and confined
water were obtained by Gibbs ensemble Monte Carlo

FIG. 12. Coexistence curves of water in hydrophobic pores with
U0520.39 kcal/mol.~a!–~c! cylindrical pores;~d! slitlike pore. Pore sizes
are indicated in the figure.

FIG. 13. Arrangement of water oxygens in a hydrophobic cylindrical pore
with radiusRP512 A, lengthL5300 A, U0520.39 kcal/mol and average
densityrC50.218 g cm23 at various temperatures.
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simulations,57,62 which remains the most direct and accurate
method to locate phase coexistence in a wide range of tem-
perature and density. We used efficient techniques for mo-
lecular transfers, that essentially extend the applicability of
the GEMC simulations towards denser phases and lower
temperatures.82–86 The reliability of these techniques was
confirmed by calculations of the bulk water chemical poten-
tial. In addition, the densities in the vicinity of the density
maximum nearT5250 K, as obtained from our simulations
of the bulk fluid coexistence curve, are in agreement with
results from NPT ensemble simulations at atmospheric
pressure.77,78 Moreover, the pore critical temperature esti-
mated from a GEMC simulation agrees with an estimation,
obtained from block density distributions.

Our transfer techniques allowed to achieve extremely
low temperatures~down to 125 K! of the simulated liquid–
vapor coexistence of bulk water. A sufficient number of
transfers between the vapor and the liquid phase in the Gibbs
ensemble MC simulations provides a reliable sampling of the
configurational space of~metastable! liquid water, which is
unachievable by other methods~molecular dynamics or ca-
nonical MC ensembles!. Therefore, the use of Gibbs en-
semble MC simulations is a promising way to study super-
cooled liquids~for its application to low temperature ST2
water, see Ref. 87!.

We have simulated coexistence curves of water in nan-
opores of different shapes, sizes, and strengths of water–
substrate interaction. To our knowledge, this collection is the

most detailed simulation study of the coexistence curves of a
confined fluid. A large variety of coexistence curves is ob-
served, in agreement with theoretical predictions of a rich
phase behavior for confined fluids. The number of phase
transitions in pores varies from a single liquid–vapor coex-
istence to three two-phase coexistence regions. Thus, from
one to three critical points were found in nanopores. The
nature of each observed phase transition was investigated by
analyzing density distributions and snapshots of the molecu-
lar arrangements. We observed five kinds of phase transitions
in pores: two kinds of ‘‘bulklike’’ liquid–vapor phase transi-
tions ~with a wall covered or not covered with two water
layers! and three quasi-two-dimensional liquid–vapor sur-
face transitions~first layering transition, second layering
transition, and prewetting!.

Generally, two-phase regions occupy the largest part of
the density range at ambient and close to ambient tempera-
tures, leaving little space for one phase states of the fluid.
This means that the two-phase state is the most probable
state of fluids in incompletely filled pores. In cylindrical
pores and porous materials with low porosity, phase separa-
tion appears as alternating domains of two distinct coexisting
phases and this is the most probable state of water at ambient
temperatures. Variation of the degree of pore filling within
the density range of a coexistence region causes a redistribu-
tion of the pore volume between the two phases only, with-
out affecting the structure of each phase itself. This fact
should be taken into account in the treatment of experimental
data obtained in partially filled pores, where usually a one-
phase state is assumed, i.e., that the pore wall is covered
homogeneously by a liquid film with a thickness, estimated
from the level of pore filling.88 Such an assumption may
cause apparent contradictions in the treatment of experimen-
tal data.89 A dominance of two-phase coexistence over one-
phase states indicates that MC~or MD! simulations per-
formed for incompletely filled pores90 may frequently deal
with states in the two-phase regions or with unstable states.
The simulation of unstable states is quite possible if the sepa-
ration of the fluid into two phases is hampered by a small
system size and/or a short time of simulation.

A one-phase state of a confined fluid, usually vapor or
liquid, is observed in equilibrium with a saturated bulk. The
vapor state is observed in weakly attractive pores~capillary
evaporation!, whereas the liquid state is observed in strongly
attractive pores ~capillary condensation!.82–84,91 It was
shown, that capillary condensation of water occurs in cylin-
drical pores with radiusRP512 A, when the water–
substrate interaction is stronger thanU0'21.0 kcal/mol.84

Among the pores, analyzed in the present paper, all pores
with U0520.39 kcal/mol are expected to show capillary
evaporation in equilibrium with bulk water. Only one coex-
istence region~liquid–vapor! is observed in such pores. All
other considered pores show capillary condensation84 and
one, two or three phase transitions are observed. The most
typical porous materials studied experimentally show capil-
lary condensation, and so the possibility of multiple phase
transitions should be taken into account for a correct inter-
pretation of the experimental data. Note the recent experi-

FIG. 14. Water density probability distributions in a hydrophobic cylindrical
pore with radiusRP512 A, lengthL5300 A, U0520.39 kcal/mol and av-
erage densityrC50.218 g cm23 at various temperatures.
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mental indications on the possibility of two fluid–fluid tran-
sitions of nitrogen in cylindrical pores.9

Only one transition~liquid–vapor! is observed in the
pores with weak and moderate strength of water–substrate
interaction (U0520.39 kcal/mol, U0521.93 kcal/mol,
andU0523.08 kcal/mol, see Fig. 6!. The shiftDTC of the
critical temperature in these pores with respect to the bulk
valueT3D varies from 0.07T3D to 0.20T3D in this range of a
water–substrate interaction. This means, thatDTC may in-
crease by a factor of 3 due to a strengthening water–
substrate interaction, in agreement with theoretical
estimations.29 Note, that a further weakening of the water-
substrate interaction by adding a repulsive step near the pore
wall does not influence significantly the critical temperature
and leads to the formation of an additional transition in the
high-density region of the phase diagram.85

Surface transitions split from the main liquid–vapor co-
existence curve when the strength of the fluid–substrate in-
teraction becomes close to the typical strength of the pair
interaction in the fluid. This qualitatively agrees with experi-
mentally observed changes of the pore condensation process
due to modifications of the pore surface.92 We found one or
two surface transitions, depending on pore size and fluid–
substrate interaction. The most typical surface transition ob-
tained in our simulations is the first layering transition, when
phase coexistence occurs between vapor and a single liquid
layer at the pore wall~close to a two-dimensional condensa-
tion!. The apparent shape of the coexistence curves, which
correspond to the first layering transition, is close to the 2D
Ising model, as expected for all surface transitions.35 The
critical temperature of the first layering transition is about
TL1'0.69T3D at U0524.62 kcal/mol and isnot sensitive to
variations of pore size and shape~see Fig. 11, Table I!.
Strengthening the water–substrate interaction toU0

527.70 kcal/mol~Fig. 6! depresses the critical temperature
to TL1'0.62T3D .

The lower limit for TL1 was estimated by simulating a
quasi-two-dimensional system, where all oxygens were
placed in one plane, while molecular rotations were not
restricted.93 The critical temperature of the liquid–vapor
phase transition in such a system was found atT2D

'0.57T3D and corresponds to the layering transition on a
substrate with infinite attraction (U0→2`). So, the possible
temperature interval for the critical temperature of the first
layering transition of water on a smooth substrate we esti-
mate as 0.57T3D,TL1,0.69T3D . Experimental estimates of
the critical temperature of two-dimensional condensation of
water on strongly attractive substrates give values from
0.36T3D to values larger than 0.47T3D .94 The higher value of
T2D , obtained in our simulations, may be due to the free
molecular rotations, which are not restricted by the substrate
in our model. For comparison, in simulated LJ systemsT2D

'0.38T3D .95 This is in good agreement with 0.38T3D

,TL1,0.55T3D , obtained experimentally for quasi-two-
dimensional condensation of noble gases on strongly attrac-
tive substrates.96

The second layering transition is a quasi-two-
dimensional one of water on a substrate, which is already
covered by one liquid layer. It occurs in a much smaller

density range, then the first layering transition. In cylindrical
pores there is an obvious geometrical reason for such an
effect: the fraction of molecules in a layer depends on its
distance from the pore axis. However, the phase diagram for
the slitlike pore~Fig. 11! and the density profiles~Fig. 8!
show an additional reason: the local density in the second
layer is significantly lower, then in the first one. The critical
temperature of the second layering transitionTL2 is always
lower then the critical temperature of the first layering tran-
sition TL1 and is located betweenTL2'0.54T3D and
0.59T3D . A similar behavior was found by density functional
calculations for a strongly associative LJ fluid in pores.44 The
second layering transition is considerably influenced by the
pore size and shape. In cylindrical pores with
U0524.62 kcal/mol it shrinks with increasing pore radius
and finally disappears atRP520 A ~see Fig. 11!.

In our simulations we never observed a third layering
transition of confined water and we do not expect its appear-
ance even with strengthening water–substrate interaction or
increasing pore size. The reason for this conjecture is, that
near the wall of the hydrophilic pores there are two pro-
nounced water layers, whereas deeper inside, the density dis-
tribution is almost homogeneous even in strongly hydro-
philic pores ~see Fig. 8!. The structuring of a first layer
allows sometimes stabilization of a second layer, whereas the
second layer never provides stabilization of a third layer in
the considered range of water–substrate interactions~see
Ref. 82 for the details of water structure in surface layers!.
The existence of one to three specific water layers near the
substrate, so-called bound water, was reported in various ex-
perimental studies of water in pores97–100and was confirmed
by computer simulations.82–84

A prewetting transition, the simultaneous condensation
of two water layers, is observed when the strength of the
fluid–substrate interaction is comparable to the molecular
pair interaction in the fluid@Figs. 6 and 9~a! for U0

523.85 kcal/mol]. It persists in a wide temperature range
between the critical temperature at about 0.68T3D and the
triple point at about 0.43T3D . The observation of a prewet-
ting transition with a triple point agrees with theoretical
predictions28 and lattice gas simulations.101

In hydrophilic pores a liquid–vapor phase transition of
the ‘‘inner’’ water occurs in a pore with a wall, which is
already covered by two liquid water layers@see Figs. 6, 9~b!,
and 10~c!#. The density interval of this transition increases
with increasing pores size and it becomes dominant in large
pores ~Fig. 11, open circles!. Structured surfaces of real
pores may effect strongly the surface transitions, but much
less the phase transition of the ‘‘inner’’ water, which seems
to be the most prominent transition in real porous materials.
Indeed, experimental studies of water freezing in incom-
pletely filled pores evidence the coexistence of two phases,
namely a fluid film ~of one to two water layers! and a
liquid.100

The critical temperature of the phase transition of the
‘‘inner’’ water is highly sensitive to the pore size. In the
cylindrical pores withU524.62 kcal/mol, it varies from
about 0.58T3D to 0.83T3D , when the pore radiusRP in-
creases from 12 A to 20 A. Such a strong size effect and the
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almost homogeneous density of the ‘‘inner’’ water~see Fig.
8! make this system a good candidate to test theoretical
predictions14,27–29concerning the effect of finite size on the
critical temperature. Such simulations are in progress now.

This liquid–vapor phase transition of the ‘‘inner’’ water
in narrow pores can be located only approximately and the
shape of the coexistence curve may be analyzed only for the
two largest of the examined hydrophilic pores~see Fig. 11!.
There is a surprising resemblance between the simulated co-
existence curve of the ‘‘inner’’ water in the cylindrical pore
with RP520 A and the few available experimentally esti-
mated coexistence curves of fluids in pores with dominating
cylindrical geometry~see Fig. 6 of Ref. 2 and Fig. 7 of Ref.
4!. Not only the location of the coexistence curve of the
confined fluid with respect to the bulk, but also the shape of
the coexistence curves are similar. Attempts to fit such
curves to a scaling law will give an effective value of the
critical exponent b higher than the 3D Ising valueb
50.326. The bottlelike shape of the simulated coexistence
curve of the ‘‘inner’’ water is in agreement with experimental
results obtained for helium in aerogels.1 The bottlelike shape
of the coexistence curve may be connected with the forma-
tion of a wetting layer in the vapor phase. Moreover, it may
also be influenced by a temperature induced change of the
surface water layers. This hypothesis can be checked by an
analysis of the local density distributions at various tempera-
tures and will be presented in our next paper.

An intriguing result was obtained for the liquid–vapor
phase transition in hydrophobic pores. The pore critical tem-
perature is about 0.92T3D to 0.93T3D for the considered
pores, despite an essential variation of their size. Obviously,
an analysis of the size effect on the critical temperature re-
quires simulations of hydrophobic pores in a wider range of
pore sizes and these simulations are in progress. All coexist-
ence curves, shown in Fig. 12, look very similar and show a
strong decrease of the density in the liquid phase with in-
creasing temperature. This is connected with the specific be-
havior of the surface layer, which in a wide temperature
range has a density which is essentially lower than the water
density in the pore interior~see Fig. 8!. This effect strongly
enhances with temperature. As discussed before,41 this be-
havior of the confined fluid is very similar to the so-called
ordinary surface transition, observed for the surface layers in
lattice models.37

The properties of confined fluids are intimately related
with the occurring spatial density variations. Density varia-
tions normal to the pore wall are observed in all possible
phase states of water in pores. In hydrophilic pores water
shows two highly structured layers near the pore wall with
essentially lowered diffusivity in comparison with the
bulk.82,83Additionally, the formation of a wetting layer in the
vapor phase with increasing temperature causes a strong den-
sity gradient normal to the pore wall. In a hydrophobic pore
the density of the liquid phase decreases towards the pore
wall and this effect strongly increases with temperature. In
addition to these density variations normal to the wall strong
heterogeneities along the pore axis may occur in incom-
pletely filled pores due to phase separation. This effect is
especially important for cylindrical pores and other porous

materials, where phase separation leads to the formation of
alternating domains of the two coexisting phases. The pres-
ence of interfaces between the domains of the coexisting
phases may also strongly influence water structure and dy-
namics at high temperatures, when the concentration of in-
terfaces drastically increases. These inhomogeneities of the
fluid, both along and normal to the pore axis, must be con-
sidered for a correct analysis of experimental results or com-
puter simulations. The knowledge of the possible phase
states of confined fluids and their densities at coexistences is
a necessary prerequisite for the simulation of any property of
confined water. The coexistence curves of water in nanop-
ores, presented here, are intended to furnish a firm basis for
such studies.
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